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Abstract

This thesis is concerned with modelling languages aimed at assisting with modelling and simulation of systems described in terms of differential equations. These languages can be split into two classes: causal languages, where models are expressed using directed equations; and non-causal languages, where models are expressed using undirected equations.

This thesis focuses on two related paradigms: Functional Reactive Programming (FRP) and Functional Hybrid Modelling (FHM). FRP is an approach to programming causal time-aware applications that has successfully been used in causal modelling applications; while FHM is an approach to programming non-causal modelling applications. However, both are built on similar principles, namely, the treatment of models as first-class entities, allowing for models to be parametrised by other models or computed at runtime; and support for structurally dynamic models, whose behaviour can change during the simulation. This makes FRP and FHM particularly flexible and expressive approaches to modelling, especially compared to other mainstream languages. Because of their highly expressive and flexible nature, providing efficient implementations of these languages is a challenge. This thesis explores novel implementation techniques aimed at improving the performance of existing implementations of FRP and FHM, and other expressive modelling languages built on similar ideas.

In the setting of FRP, this thesis proposes a novel embedded FRP library that uses the implementation approach of synchronous dataflow languages. This allows for significant performance improvement by better handling of the reactive network's topology, which represents a large portion of the runtime in current implementations, especially for applications that make heavy use of continuously varying values, such as modelling applications.

In the setting of FHM, this thesis presents the modular compilation of a language based on FHM. Due to inherent difficulties with the simulation of systems of undirected equations, previous implementations of FHM and similarly expressive languages were either interpreted or generated code on the fly using just-in-time compilation, two techniques which have runtime overhead over ahead-of-time compilation. This thesis presents a new method for generating code for equation systems which allows for the separate compilation of FHM models.

Compared with current approaches to FRP and FHM implementation, there is greater commonality between the implementation ap-
proaches described here, suggesting a possible way forward towards a future non-causal modelling language supporting FRP-like features, resulting in an even more expressive modelling language.
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Differential equations are a ubiquitous tool for modelling and understanding systems arising in many fields of science and engineering such as mechanics [6], thermodynamics [104], chemistry [69], economics [18], etc. Converting a set of equations into useful simulation results is an involved task, generally requiring either writing custom simulation code or making use of a dedicated numerical solver. Either way, this often implies translating the equation system to low-level imperative code. Producing this code is tedious and error-prone [73] and requires extensive knowledge from the modeller [37] in addition to any domain-specific knowledge needed to produce the equation system in the first place. The resulting code is very remote from the equation system it was derived from, making sharing and reusability difficult.

Modelling languages aim to bridge these gaps by taking a declarative approach to the problem. The modeller expresses the model in terms of differential equations directly, thus focusing on what the model is rather than how it is simulated, which is left to the implementation. Further, by providing abstractions to help reusability and clarity, modelling languages can greatly ease the modelling process, particularly for large systems. In this thesis, modelling languages specifically refer to languages aimed at assisting with problems that can be formulated in terms of differential equations. These types of modelling languages can be separated into two categories. The first is that of causal languages, in which the model is expressed in terms of directed differential equations, such as Ordinary Differential Equations (ode). The causality of the equation, that is, which variable is known and unknown, is fixed and known at the time the equation is written. Prominent representative of this category include Simulink [96], Ptolemy [53] or Zélus [20]. The second category is that of non-causal languages, in which the model is expressed in terms of undirected differential equations, such as Differential Algebraic Equations (dae). In this approach, a differential equation is treated as a constraint on the quantities it relates. This gives greater freedom to the modeller, both when writing an equation and when using it, since it is left to the compiler to discover how to use an equation to produce a solution. Modelica [62] and Dymola [56] are the main industrial representatives of this approach.

### 1.1 — EXPRESSIVE MODELLING LANGUAGES

Expressivity is a somewhat fuzzy concept. In general, it refers either to a theoretical ability of a language to express a particular concept; or

---
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1.1. Expressive modelling languages

Models being first-class means that they are regular values of the language. As such, they can be used as parameters to functions (and thus parametrise other models), stored in data structures and more generally combined programmatically, enabling a form of higher-order modelling (by analogy with higher-order functions in a functional language). This facilitates the modelling of large models, by allowing the modeller to use the language to compute models; and can help with modularity.

A model is structurally dynamic if the equation system that describes it can change at discrete points in time. Such models are special cases of hybrid models, which more generally describe models which mix continuous dynamics (defined as solutions to differential equations) with discrete behaviours. In a language supporting first-class models and structural dynamism, it becomes possible to compute new parts of the model at simulation runtime based on simulation results. This means that the number of modes of a model, that is the number of all its possible structural configurations, can be (uncountably) infinite.

Few modelling languages support first-class and structurally dynamic models, although many support some aspects of one or the other. For causal modelling languages, support for hybrid models is commonplace, but support for first-class models is not. Simulink [96], the most prominent representative of causal modelling languages, does not support them. Zélus [20] has some support for it and its predecessor, the synchronous language Lucid Synchrone [124] was in a sense built around the goal of supporting higher-order models.

In the case of non-causal modelling languages, until relatively recently, support for hybrid models was not common. This is in great part due to difficulties inherent to simulating non-causal hybrid models that will become clear later during the thesis. It is still only supported in a limited way in the most prominent non-causal language, Modelica [103], which also does not have support for first-class models. However, recent academic languages, such as Modia, mcl or Modelyze [25, 57, 76], are getting support for first-class models and structural dynamism. Earlier attempts were also made to patch the shortcomings of existing mainstream languages. For instance mkl [24], the predecessor to Modelyze, investigated the possibility of non-causal language with first-class models but without structural dynamism; while Sol [154] investigated the possibility for a non-causal language supporting hybrid models but did not investigate notions of first-class
models. While some of these languages are implemented using standalone interpreters or compilers, some of them like MODIA are also implemented as embedded languages in a general-purpose language (JULIA [16] in this instance). This has the advantage of simplifying some of the aspects of the implementation by allowing the embedding to reuse already implemented constructs seamlessly, such as function calls, pattern-matching or function closures, if the host language supports them.

This thesis focuses on two alternative approaches for designing expressive time-aware languages, which are built around the support for first-class structurally dynamic models; namely Functional Reactive Programming (FRP) [54, 151] and Functional Hybrid Modelling (FHM) [112]. Both approaches rely on the embedding of a Domain-Specific Language (DSL) (causal in the case of FRP, non-causal in the case of FHM) in a functional programming language. Entities of the DSL are first-class values of the host language and switching constructs are provided to enable parts of a model to change its behaviour dynamically during the simulation.

However, expressivity often comes at the cost of performance. In the case of FRP, current implementations suffer from high interpretive overhead, even for models that are simple enough to be translatable into less expressive, but more efficient, languages. In the case of FHM, the difficulties associated with the implementation are different and inherent to the difficulties of simulating a system of non-causal equations while supporting structural dynamism.

Providing efficient implementations for these paradigms would allow modellers to ‘have their cake and eat it (quickly) too’: being able to write models using expressive languages, while still enjoying fast simulation. This would be particularly desirable at least when writing models that can be equivalently expressed using less expressive languages. The question this work aims to answer is whether this is possible, that is:

Is it possible to provide efficient implementations for expressive languages that show similar performance characteristics to well-known implementations existing for less expressive languages?

This thesis claims that the answer to this question is yes. To back this claim, it explores novel interpretation and compilation approaches in an attempt to improve the performance one can expect from the FRP and FHM paradigms. The proposed techniques share a lot of commonality, especially in comparison to existing implementations of FRP and FHM. This paves the way for future development at the intersection of these approaches. For instance in the form of an FRP-like DSL with better support for modelling applications, e.g. by being better integ-
1.2. Part I: causal modelling with Functional Reactive Programming

A distinction is sometimes made between reactive systems and interactive systems, for example by Berry [14]. In a reactive system, the interaction with the environment is governed by the environment itself while in an interactive system, it is governed by the program. For instance, the flight control system in an aeroplane is a reactive program (it must respond as soon as possible), but a web browser is interactive (it displays a page when the page is ready, which may take time). Deciding whether a system falls into one or the other category is possibly subjective and depends on the environment the program interacts with. As such, while this distinction may not be useful in clearly defining whether a system is reactive or interactive, it may help build an intuition.

This thesis is split into two broadly independent parts. The first part is dedicated to the implementation of an efficient and scalable FRP library, which is more suited for modelling applications. The second part is dedicated to the implementation of a fully modular ahead-of-time compiler for a language based on FHM. The next sections go over the motivation for the work done in each of these parts, as well as the new contributions they make.

1.2 — Part I: causal modelling with Functional Reactive Programming

In this thesis, a reactive system is understood as a program that reacts to time-varying inputs received from an environment by producing time-varying outputs, sometimes called reactions. These outputs may then influence their environment and, therefore, future inputs. FRP is a principled, declarative approach to programming reactive systems, focusing on describing interactions between time-varying values. As a DSL designed for causal reactive programming, it has been successfully used in variety of applications, including video games and musical applications [45, 67, 93, 109]; but also in some causal modelling modelling applications [79, 143]. FRP has been implemented in many different forms across a variety of libraries and languages [4, 28, 141]. It also inspired related approaches such as ReactiveX [128] or the original Elm [48].

This work focuses on a particular approach to FRP called arrowized FRP, by way of the library Yampa: a state-of-the-art FRP implementation embedded in Haskell [110]. Yampa is only used as an example of a wider problem with the approach, which this work aims to address.

In arrowized FRP, the reactive network is structured together using arrows and defines how values flow through the network (how they are transported from their producer to their consumer). By analogy with block diagrams, this structure is called routing or wiring in this thesis. Other authors [115] have also proposed the term weaving combinators or Jacquard combinator, in reference to the Jacquard loom, to designate the structure of a reactive network.

The efficiency of the wiring is crucial for the performance of an arrowized implementation. Unfortunately, with the current implementation strategies of FRP library this is not the case. In fact, the performance overhead incurred by wiring grows quadratically with the size of rated with precise differential equation solvers; or in the form of a non-causal language with FRP-like features, combining the strong points of both modelling approaches in a unified, highly expressive and flexible modelling language. This work relies on benchmarks to evaluate the validity of its claims. The benchmarks are used to quantitatively compare the proposed implementation techniques for FRP and FHM with existing ones.
the network and, even for small networks, it already represents a significant part of the total cost of running the network.

Current FRP approaches also suffer from conceptual shortcomings. Most notably, due to the fact that there is no distinction between different kinds of time-varying values, such as continuously varying values or event signals. This causes both missed optimisation opportunities (all values are represented uniformly, regardless of how they are expected to be used) but also conceptual difficulties, especially when considering an implementation of FRP tailored for simulation and modelling applications. Indeed, such applications could benefit from using more advanced numerical integration techniques than those currently being used by FRP implementations. As demonstrated by work on principled hybrid simulation languages, such as Zélus [10, 20], such distinctions are important when working with numerical solvers to obtain reliable simulation results.

These considerations are in contrast with other approaches at designing causal reactive and modelling languages, notably synchronous dataflow languages [3, 36, 124], of which FRP is a close relative. In such languages, the reactive network is compiled to an imperative representation where time-varying values are represented by imperative references which are carefully updated in sequence to produce results over time [17], thus requiring no runtime wiring. Similar techniques are used for simulation languages such as Simulink. On the other hand, these languages do not offer the same level of flexibility and expressivity that FRP does, in favour of efficient implementation and, most importantly, static performance guarantees.

The work presented in part I shows how, by using an imperative representation very similar to that found in synchronous dataflow languages, the performance of arrowized FRP can be increased manifold by removing all wiring overhead. The implementation relies on a precise distinction, tracked at the type-level, of the kinds of signals. This allows for different representation to be used based on the kind of signals, which allows for specific optimisations for each signal kind based on how it is expected to behave at runtime. It also allows to impose additional restrictions on the reactive network, addressing some of the conceptual shortcomings mentioned before and opening the way to the implementation of an expressive causal modelling language based FRP principles.

The resulting library is called Scalable FRP (SFRP)\(^a\). It has been evaluated on a range of benchmarks designed to test various performance aspects. Additionally, both to check the maturity of this new implementation, and to get an indication of what performance gains one might expect in real applications, the new implementation was used as a mostly drop-in replacement for Yampa in an existing game, Flappy Birds [93]. Although it is already very capable, the library is still in

\(^a\). The implementation can be found at https://gitlab.com/chupin/scalable-frp.

93. Mahuet, Flappy Haskell. 2015
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a prototype state and doesn't support some of the more advances features of Yampa, such as collection-based switching [110]. It also has some additional limitations that are more fundamental, in particular with regards to feedback.

1.2.1 — Organisation

The first part of this thesis is organised as follows.

Chapter 2 presents the necessary background behind causal modelling languages, with an overview of common integration techniques for directed differential equations. It then introduces Functional Reactive Programming (with a particular focus on arrowized FRP) and shows how it can be used as a simple causal modelling language. It then presents the current implementation of Yampa as an embedding in Haskell and its shortcomings.

Chapter 3 presents Scalable FRP (SFPR), a library which addresses the shortcomings outlined in the previous chapter. A detailed implementation is presented, complete with systematic benchmarks showing important performance improvements. The library is also evaluated on small programs where it shows a three-fold performance improvement.

Finally, chapter 4 consists of an overview of related approaches for the design of causal modelling languages and for the implementation of efficient FRP systems. It then offers some concluding remarks on that line of work and directions for future research.

1.2.2 — Contributions

The main contributions of this part lie in the design and implementation of the SFPR library. Specifically the following:

— A precise description of FRP networks which is constrained at the type level, necessitating being more explicit about intent thus allowing for efficient implementations.

— An explicit type for routers. The type allows to describe all types of routing occurring in an FRP network explicitly. This allows later to handle routing in an efficient way (§3.2.3).

— The interpretation of SFPR network as a network of imperative references, derived from the compilation techniques used for synchronous dataflow languages (§3.4). The main new contribution here resides in the efficient handling of the switching constructs of FRP (§3.4.3).

— A new approach to embedding arrow-like DSL is introduced (§3.3). This approach is implemented via quasi-quotation [94] to provide a convenient syntax to write SFPR networks, and is based on the existing arrow notation [120] (used by arrowized FRP libraries). A systematic method to desugar the new notation into SFPR networks is presented. Unlike the arrow notation, it does not require the use of higher-order function; instead making use of
explicit explicit router types. This allows for routing to remain explicit in the resulting reactive network. This algorithm also serves as a demonstration that the type of routers introduced in §3.2.3 is indeed sufficient to describe any kind of routing. This work can be used to improve the current desugaring of arrow notation within existing Haskell compilers and potentially benefit other Embedded Domain-Specific Language (EDSL) based on arrows.

Note that, while these contributions are presented in the context of designing an FRP library tailored for modelling applications, these ideas can be easily adapted for the efficient implementation of FRP libraries designed for traditional reactive applications.

This work presented in this part is an extended version of the work presented in the following peer-reviewed publication:


1.3 — Part II: modular compilation for Functional Hybrid Modelling

Functional Hybrid Modelling (FHM) is an approach aimed at designing expressive non-causal modelling languages. FHM is very close in spirit to FRP; indeed it can be viewed as an extension. Being a non-causal modelling language, FHM allows for models to be described as sets of undirected equations, also known as Differential Algebraic Equations (DAE). It provides similar switching constructs to FRP, leading to a similar level of expressivity and flexibility.

Non-causal modelling languages in general allow for a much more modular approach to modelling. Indeed, where in a causal modelling language, an equation can only be used to solve for one variable, in a non-causal language, the same equation can be used to solve for (in principle) all the variables that appear in it, enabling for a much greater reuse of models.

However, from a compiler implementer’s perspective, non-causal models are not modular in the slightest. The simulation of a DAE indeed poses inherent difficulties, particularly the differentiation index [31]. In general, a non-causal model features constraint equations that restrict the set of possible solutions but cannot readily be used by a numerical solver in computing a solution. Recovering a system suitable for simulation can be done by differentiating some of the equations.
of the system. How many times a set of equations needs to be differentiated is the differentiation index of the DAE. The resulting latent equations can then be used for simulation.

There exist efficient algorithms [116, 126] for determining the set of equations to differentiate to obtain a system suitable for simulation. However, they all require a complete view of the model being simulated. Thus, before a model is completely assembled, it is not possible to fully determine the equations that must be differentiated for simulation. This is problematic for code generation: because the index of a DAE can be arbitrarily large [129], it is not possible to generate separate code ahead of time for all derivatives that may be needed. Hybrid languages exacerbate the problem as the differentiation index may be different across modes and therefore requires new equations to be differentiated (and code generated) when a structural change occurs.

For the reasons above, hybrid non-causal languages have traditionally been either interpreted [24, 154] or Just-in-time (JIT) compiled [57], including previous implementations of FHM [66]. Other languages that support limited hybrid features such as Modelica are compiled ahead-of-time but not in a modular way: the equation system representing the fully assembled model is extracted (a process known as flattening) and code is generated afterwards.

This second part of the thesis presents a new implementation of Hydra, a DSL based on FHM principles. This new implementation is standalone: a compiler has been written both for the modelling language and the functional host, unlike previous implementations of Hydra [64], and the work presented in the previous part where Haskell was used as the host language.

In this part, the problem of modular compilation for Hydra is addressed by exploring ways to generate code capable of computing an arbitrary derivative of an expression. The technique considered is called order-parametric differentiation: the code generated for an expression is parametrised by the order of the derivative required by the caller and can thus be used to compute any derivative at any point (including the undifferentiated value of the expression, or order zero derivative). The objective is to generate modular code in the usual, programming-language sense of the term. Compilers for programming languages, like C, Java or Haskell, compile the code for a function once and then simply use a symbol to jump into the body of the function when it is being called. This allows separately compiled modules to be joined by a linker, without further compilation as such. The objective is for simulation code for models to be compiled into a function and use the same mechanism when one model is used in another, allowing separately compiled models to be linked in the conventional sense.
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1.3.1 — Organisation

The second part is independent from part I, with the exception of chapter 5. It is organised as follows.

Chapter 5 introduces the additional background needed to simulate systems of undirected equations directly. It builds on the notions introduced in chapter 5 for the simulation of directed equations. It then introduces FHM and the non-causal modelling approach through the new implementation of HYDRA presented in this thesis.

Chapter 6 presents a detailed specification of HYDRA’s surface syntax and type system. It presents a simple simulation scheme based on the translation of HYDRA models in terms of flattened systems of undirected equations.

Chapter 7 presents a modular compilation scheme for HYDRA. It presents the mathematical background behind order-parametric differentiation and how code for equations can be generated using it. It then shows how this can be used to compile the rest of the HYDRA language in a modular way. Finally, this chapter presents benchmarking results to compare code generated by order-parametric differentiation and code generated by traditional means, such as repeated first-order automatic differentiation.

Chapter 8 consists of an overview of related non-causal modelling languages and related approaches to the modular compilation of these languages. It then gives concluding remarks and suggestions for improvements to the approach and to the HYDRA language as a whole.

1.3.2 — Contributions

The contributions made in this part of the thesis are as follows:

— A new version of the HYDRA language, based on FHM principles and its compiler (chapter 6 and 7).
— The notion of order-parametric differentiation and shows how it can be used to compile mathematical expressions to imperative code able to produce the value of any derivative of the original expression (§7.2.2).
— A scheme to compile hybrid models (made of groups of equations and submodels) to low-level code. It introduces simple schemes to keep track of variable ordering and the state of a hybrid model that map naturally to compiled low-level code.
— A performance study of order-parametric code. Order-parametric code is sometime much less efficient than with other approaches. It is expected that the performance figures presented in this thesis can be used as a guide for implementers, for optimisation purposes or for using this technique alongside other existing approaches, such as JIT compilation.

The work presented in this part was, in part, presented in the following peer reviewed publication:
1.4. Part III: conclusions

This part contains concluding remarks about the thesis and considers avenues for future work at the intersection of the two approaches studied in this thesis.

1.5 — Prerequisites

This thesis assumes some knowledge of typed functional programming in general.

Part I further relies on a good understanding of the Haskell language and some of the more advanced features supported only by the Glasgow Haskell Compiler (ghc), such as Generalized Algebraic Data Types (gadt) or type families [38, 39, 122].

1.6 — Conventions

This thesis uses Lagrange notation for derivatives. Given a time-varying function $x$, $x'$ denotes its first-order derivative, $x''$ its second-order derivative, etc. When the number of differentiation is large or unknown, the notation $x^{(n)}$ is used to denote the $n$-th derivative. It is extended to include the case where $n = 0$ with $x^{(0)} = x$. When it is unambiguous, the point at which a time-varying function is applied is not specified, hence $x$ may designate either the function itself or the value $x(t)$, for some arbitrary time $t$. Partial derivatives of a multivariate function are denoted using the usual notation $\frac{\partial f}{\partial x}$.

The norm of a vector of $x$ of $\mathbb{R}^n$ will be denoted using $\|x\|$.
Part I

Scalable Functional Reactive Programming
Introduction to causal modelling

This chapter serves as an introduction to the basic principles behind causal modelling. §2.1 introduces the concept of Ordinary Differential Equation (ODE) through a simple example and introduces some useful terminology for the rest of the thesis. §2.2 gives a general overview of common methods used for computing an approximated solutions to an ODE, with a particular focus on understanding some of their limits, which have an influence on the design of the language. §2.3 introduces Functional Reactive Programming (FRP), which will be used as an example for a simple causal modelling language. §2.4 presents the implementation of the FRP library Yampa, which is used as the basis for the work presented in this thesis. It will show some of its shortcomings, which will be addressed in the next chapter.

2.1 — Modelling with differential equations

Consider the electrical circuit depicted in figure 2.1. It consists of 3 components, a voltage source, a resistor with resistance \( r \) and a capacitor of capacitance \( c \); and relates 6 time-varying functions: \( u, i, u_r, i_r, u_c \) and \( i_c \), which are the voltages and currents flowing across each component. These functions are related through equations derived from the laws of electrical circuits. For instance, \( i_r \) and \( u_r \) are related by Ohm’s law:

\[
u_r = ri_r
\]

and \( i_c \) and \( u_c \) are related by:

\[cu'_c = i_c \]

These relations are invariant: they are characteristic of the individual component and hold regardless of the context in which the component is used and at any point in time.

Kirchhoff’s law gives additional equations for the circuit, that the voltage across the source \( u \) is equal to the sum of the voltage across the capacitor and resistor; and that currents through all components are equal. Assuming the voltage source produces a sine-wave yields the following system of 6 equations:

\[
u = u_0 \sin(2\pi ft + \varphi) \quad (2.1)
\]
\[cu'_c = i_c \quad (2.2)
\]
\[
u_r = ri_r \quad (2.3)
\]
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\[ i = i_r \quad \quad (2.4) \]
\[ i_r = i_c \quad \quad (2.5) \]
\[ u = u_r + u_c \quad \quad (2.6) \]

From this system of equations, finding an explicit formula for all 6 time-varying functions it relates is difficult. While it is possible in this case, this is very much an exception. The main difficulty naturally comes from solving for \( u_c \) which appears differentiated. By symbolic manipulation, it is possible to extract a relation purely between \( u_c \) and \( u'_c \). Indeed, in equation 2.2, one can replace \( i_c \) by \( i_r \) (by equation 2.5), then \( i_r \) by \( \frac{1}{\tau} u_r \) (by equation 2.3) and finally \( u_r \) by \( u - u_c \) (by equation 2.6). This yields the following Ordinary Differential Equation (ODE):

\[ u'_c = \frac{1}{\tau c} (u - u_c) \quad \quad (2.7) \]

In general, an ODE is a differential equation of the form:

\[ x' = f(x, t) \]

where \( x : \mathbb{R} \to \mathbb{R}^n \) and \( f : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n \), for some \( n \in \mathbb{N} \). The function \( f \) is the residual function of the ODE. An ODE together with a known-value of \( x \) as a given point in time (usually 0) forms an Initial Value Problem (IVP). Finding an explicit solution to an ODE is, in most cases, impossible. As an alternative, numerical integration [37] allows to approximate a solution to an IVP. The next section goes over some common numerical integration techniques, from the most basic ones to some more advanced strategies able to produce very accurate results, and integrated in industrial-strength ODE solvers.

2.2 — NUMERICAL INTEGRATION

When an analytic solution to a differential equation is intractable, a numerical integration technique can be used. The general idea is to produce successive approximations of the solution at discrete points in time, starting from a known initial value for the solution. To do so requires estimating the rate of change of the solution between the previous time instant and the next one. The rate of change of a function \( x \) between two instants \( t \) and \( t + \delta t \), with \( \delta t > 0 \) is given by \( \frac{x(t+\delta t) - x(t)}{\delta t} \). Knowing its value and the value of \( x(t) \), it is obvious how \( x(t+\delta t) \) can be computed. To estimate the rate of change, numerical integration techniques exploit the fact that the derivative of a function corresponds to the instantaneous rate of change of that function, therefore computing it at different points over the interval \( [t, t+\delta t] \) can give an approximation for the overall rate of change over that interval. The derivative itself can be computed by exploiting its relation with the solution given by the differential equation.
2.2.1 — Simple methods

The forward Euler’s method [59] is arguably the simplest integration method. It consists of locally approximating the rate of change of the solution between \( t \) and \( t + \delta t \) by \( x'(t) \). Given an approximation for \( x \) at time \( t \), the value of \( x \) at time \( t + \delta t \) can be approximated like so:

\[
x(t + \delta t) = x(t) + x'(t)\delta t
\]

Since \( x \) is the solution to an ODE, \( x'(t) \) can be replaced by \( f(x(t), t) \):

\[
x(t + \delta t) = x(t) + f(x(t), t)\delta t
\]

The method is illustrated in figure 2.3. Euler’s method is fairly imprecise and crude. It only gives an exact approximation when the solution is linear (i.e., the function \( f \) is constant). On the example figure, where the function is convex (its second-order derivative is positive), integrating with Euler’s method systematically underestimates the solution (conversely, it would overestimate it if it had been concave). The Runge-Kutta methods [88, 132] form a family of methods (of which the forward Euler’s method is a special case, the \( \text{rk}_1 \) method) that attempt to provide a better estimate of the rate of change by computing several estimates for the derivative \( x' \), at different points on the interval \([t, t + \delta t]\). The classic Runge-Kutta method is \( \text{rk}_4 \), which splits the interval \([t, t + \delta t]\) at the midpoint \( t + \frac{\delta t}{2} \). The scheme computes 4 intermediate values, which correspond to different approximations of the derivative of \( x \):

\[
k_1 = f(x(t), t)
k_2 = f\left(x(t) + \frac{\delta t}{2}k_1, t + \frac{\delta t}{2}\right)
\]
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Figure 2.4: Illustration of the \texttt{RK4} method

On the graph, \( K \) designates the averaged out rate of change:

\[
K = \frac{k_1 + 2k_2 + 2k_3 + k_4}{6}
\]

The function being integrated is the same as in figure 2.3. The guess for \( x(t + \delta t) \) is much better with the \texttt{RK4} method.

\[
k_3 = f\left(x(t) + \frac{\delta t k_2}{2}, t + \frac{\delta t}{2}\right)
\]

\[
k_4 = f(x(t) + \delta tk_3, t + \delta t)
\]

\[
x(t + \delta t) = x(t) + \frac{k_1 + 2k_2 + 2k_3 + k_4}{6} \delta t
\]

\( k_1 \) corresponds to \( x'(t) \). It is the rate of change that would have been computed by the forward Euler method. Instead of using \( k_1 \) to produce a solution however, it is used to estimate the solution at \( t + \frac{\delta t}{2} \). Using this approximated solution, a value for the derivative at that point is computed \( k_2 \) along with a new estimate for \( x\left(t + \frac{\delta t}{2}\right) \), which is used to compute a new approximation of the derivative \( k_3 \). Finally, \( k_4 \) is an estimation of the slope at \( t + \delta t \), computed by approximating \( x(t + \delta t) \) using \( k_3 \). \texttt{RK4} then produces a final estimate for the rate of change between \( t \) and \( t + \delta t \) by averaging out \( k_1, k_2, k_3 \) and \( k_4 \), giving more weight to the approximations corresponding to the rate of change at the midpoint. A graphical illustration for the method is presented in figure 2.4.

2.2.2 — Implicit methods

The Runge-Kutta methods and the forward Euler method are explicit methods, in the sense that the estimate for \( x(t + \delta t) \) is produced through an explicit formula in terms of \( x(t) \):

\[
x(t + \delta t) = F(x(t), t)
\]

Implicit methods on the other hand, produce an estimate of \( x(t + \delta t) \) as an implicit solution of an equation of the form:

\[
G(x(t + \delta t), x(t)) = 0
\]
For instance, the backward Euler method produces \( x(t + \delta t) \) as the solution of:

\[
x(t + \delta t) = x(t) + f(x(t + \delta t), t + \delta t)\delta t
\]

The presentation of algorithms for finding solutions to such equations is left for part II. Despite being harder to implement, implicit methods can turn out to be more efficient for a large category of problems where explicit methods require very small step sizes to stay numerically stable. Numerical stability here refers to the property of the integration algorithm to not wildly diverge from the solution as integration progresses.

A widely used family of implicit methods are Backward-Difference Formula (BDF) methods (of which the backward Euler method is a special case) [22, 26, 74]. Unlike the methods presented so far, the BDF methods are multistep. While singlestep methods use only \( x(t) \) to compute \( x(t + \delta t) \), multistep methods use \( x(t) \) along with other previous approximations \( x(t - \delta t) \), \( x(t - 2\delta t) \), etc. The BDF-\( n \) method produces an approximation of \( x(t + n\delta t) \) as the solution to:

\[
\sum_{k=0}^{n} a_k x(t + k\delta t) = \delta t \beta f(t + n\delta t, x(t + n\delta t))
\]

The values for the coefficients \( a_k \) and \( \beta \) can be found in [37, §4.7].

2.2.3 — Variable-step methods

So far, all the methods considered now used a fixed step size \( \delta t \). This step size needs to be decided by the user of the method. This is
potentially problematic. If the step size is too large for the problem at hand, the scheme will lose in precision or become unstable, the approximation widely diverging from the true solution. Conversely, if the step size is very low, while this should give a very good approximation, it will cause suboptimal performance. This is illustrated in figure 2.5, which shows simulation results for equation 2.7 using Euler’s method with different step sizes. When the step size is small, the simulation is indistinguishable (on the graph at least) from the exact solution but a difference is clearly noticeable with larger step sizes. Unfortunately, determining a good step size from a system of equations may not be obvious. In large systems, different constituents may require different step sizes and the optimal step size may change during integration. Variable-step methods [7, 47] aim to address this issue by dynamically varying the step size based on the function being integrated. When the function is very stiff, the step size is reduced to gain precision; when it is not, the step size is increased to improve the performance.

A consequence of the ability to vary the step-size is that solvers may decide to evaluate the function being integrated out-of-order. Indeed, if the solver notices that it evaluated the function too late it may decide to reevaluate it at an earlier point. When implementing the residual function as a computer program, it is therefore highly preferable that the function does not depend on any state and certainly does not depend on the function always being evaluated in time-ascending order. The use of a varying time-step method is illustrated in figure 2.6. Equation 2.7 is simulated using the SUNDIALS CVODE solver [74], which uses a variable step BDF method to perform integration. The plot shows both the approximated solution and all the points at which it has evaluated the residual function. The solver was asked for a solution every 3 ms, which corresponds to step size used for the least precise approximation in figure 2.5. It clearly shows how the step size varies, getting smaller when the derivative of the solution changes the most, for instance around local extrema. By nature of the ODE, this is also when the derivative of the function being integrated is largest (in absolute value). The resulting approximation is very good, but requires considerably fewer evaluations than the most precise approximation in figure 2.5.

2.2.4 Integrating across discontinuities

All numerical integration methods assume some regularity properties over the function being integrated, for instance, that it is continuous. Integrating across a discontinuity is generally not well-defined and can cause the solver to fail, or to take a very large number of steps to compute a solution. This is demonstrated on figure 2.7, where the
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Figure 2.6: Simulation results using Sundials cvode solver

Figure 2.7: Integration of a discontinuous function using Sundials cvode
2.2. Numerical integration

Following IVP is passed to **SundialsCVode**:

\[
\begin{align*}
    x' &= \begin{cases} 
    0 & \text{if } t < 1 \\ 
    1 & \text{otherwise}
    \end{cases} \\
    x(0) &= 0
\end{align*}
\]

To avoid the problem, it is preferable to split the problem in two. First integrate the IVP:

\[
\begin{align*}
    x' &= 0 \\
    x(0) &= 0
\end{align*}
\]

until \( t \) passes 1 and then *reset* the solver as \( t = 1 \). To continue the integration, the solver can now be passed the following IVP:

\[
\begin{align*}
    x' &= 1 \\
    x(1) &= x(1^-)
\end{align*}
\]

where \( x(1^-) \) designates the value computed from \( x \) at \( t = 1 \) just before the solver reset. This can be achieved by making use of the root finding capability of solvers. Indeed, most solvers allow the user to provide functions that compute a signal that should stop the solver when it crosses 0. These events are usually referred to as *zero-crossings* and allow to handle complex discontinuities or state changes, even when they depend on the computed value for the solution. The root-finding capabilities of solvers allow to ‘pinpoint’ the point in time at which the zero-crossing occurred.

Integrating the discontinuous problem in this way yields the graph in figure 2.8. It shows that the function being integrated was evaluated at far fewer points this way than in the case where the solver had to integrate across the discontinuity.

2.2.5 — **Summary**

This section presented an overview of some common numerical integration techniques and some of their limits. In particular, what will be important for what follows are the two following points:

— integrating across discontinuities requires special care, both for performance and accuracy reasons. In general, it is much preferable to handle discontinuities *outside* of the numerical solver. This can be done by presenting the solver with a problem without discontinuity, which is stopped at the point the discontinuity occurs. The solver is then reset and tasked with continuing integration after the discontinuity. Discontinuities can be precisely located by using a root-finding technique, as provided by many numerical solvers.
integrating a computer program that depends on an internal state also requires special care. This is both due to the fact that solvers use variable-state methods with backtracking, which can cause the state to be invalidated. Discrete state jumps can also cause discontinuities, which leads back to the problems described above. A good rule of thumb is that any state change should therefore be treated like a discontinuity.

Note that these considerations are not new [10].

The next section describes Functional Reactive Programming (FRP). FRP is an approach aimed at programming causal reactive applications. However, it has also successfully been applied for describing simulations. It will be used as an example for a causal approach to modelling. FRP on its own is a fairly naïve modelling language. Its shortcomings in that regard will be made explicit in §2.4.5 and relate, in part, to the points made above.

2.3 — Functional Reactive Programming

The idea behind causal modelling languages is to avoid the need to resort directly to a numerical solver, by providing language constructs to define variables as integrals of others. In other words, to define these variables as solutions of an ODE. The implementation of the language is then in charge of integration.

In this section, Functional Reactive Programming (FRP) [54, 151] is presented. FRP is a principled, declarative approach to programming reactive systems, focusing on describing interactions between time-
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FRP addresses some of the inherent difficulties in programming reactive systems, and, in various concrete incarnations, it has had a considerable uptake [4, 28, 140] as well as inspired related approaches such as ReactiveX [128] and (the original) Elm [48]. While catering primarily for reactive applications, FRP is in fact a useful way to structure time-aware programs more generally, including simulations [79, 143].

FRP is often realized as an edsl in a functional host language like Haskell. Yampa [45] is a prominent representative of this approach. This section gives an introduction to FRP by means of Yampa and shows how it can be used as a simple causal modelling language.

2.3.1 — Signals and signal functions

FRP is centred around two abstractions: signals and signal functions. A signal represents a time-varying value, conceptually a function from time to values:

$$\text{Signal } \alpha \approx \text{Time } \rightarrow \alpha$$

In Yampa, signals are not first-class objects. Indeed, it is generally preferable to restrict what can be done with a signal. For instance, being able to sample a signal arbitrarily far back in time requires retaining in memory all the information about that signal, leading to memory leaks [92]. Conversely, signals are expected to be temporally causal: they cannot depend on a value computed in the future. The name classic FRP refers to those libraries that treat signals as first-class entities [54]. By contrast, Yampa and a wider family of libraries [8, 90, 135, 140, 141] grouped under the name arrowized FRP have first-class signal functions. Conceptually, these are functions from signals to signals:

$$\text{SF } \alpha \beta \approx \text{Signal } \alpha \rightarrow \text{Signal } \beta$$

This enables libraries to define only a few signal functions that precisely define what can be done to a signal in such a way that an efficient implementation can be provided. For instance, in Yampa, referring to the previous value of a signal is done through the following delay signal function:

$$\text{delay } :: \text{Time } \rightarrow \alpha \rightarrow \text{SF } \alpha \alpha$$

$\text{delay } \tau \ i$ is a signal function that delays its input by $\tau$ seconds, setting the output signal to $i$ in the meantime. Using delay bounds the amount of time the previous values of a signal need to be remembered from the time delay is applied, which lends itself to a reasonable implementation, by contrast to allowing the amount of delay to change with time without a bound.
2.3.2 — Arrows

Signal functions are an example of arrows [80], an abstract interface unifying 'function-like' types. Programming in Yampa is done by composing primitive signal functions using arrow combinators. These combinators are regular Haskell functions whose signatures are given below:

\[
\text{arr} :: \ (a \rightarrow b) \rightarrow \text{SF} \ a \ b \\
( \ggg ) :: \text{SF} \ a \ b \rightarrow \text{SF} \ b \ c \rightarrow \text{SF} \ a \ c \\
\text{first} :: \text{SF} \ a \ b \rightarrow \text{SF} \ (a,c) \ (b,c) \\
(\&\&\&) :: \text{SF} \ a \ b \rightarrow \text{SF} \ a \ c \rightarrow \text{SF} \ a \ (b,c) \\
(*** ) :: \text{SF} \ a \ b \rightarrow \text{SF} \ c \ d \rightarrow \text{SF} \ (a,c) \ (b,d) \\
\text{loop} :: \text{SF} \ (a,c) \ (b,c) \rightarrow \text{SF} \ a \ b
\]

\text{arr} lifts an ordinary function to a signal function, which applies the function to the input signal to produce the output signal. Composing signal functions is provided through the \( \ggg \) serial composition operator and the two parallel composition operators, \(*** \) and \(\&\&\&\), the latter often called 'fan-out'. Finally the feedback combinator \text{loop}, that instantly feedbacks one output of a signal function to itself. The meaning of these combinators are represented graphically in figure 2.9 using 'boxes and arrow' diagrams, similar to the block diagrams of Simulink for instance. FRP libraries structured around arrows in this way are usually referred to by the name \textit{arrowized FRP}, in contrast with classic FRP [54] which allows for the manipulation of signals directly.

To illustrate how to use them, let us define \textit{exponential}, a signal function whose output is the solution to the ODE defining the exponential function. Indeed, the exponential can be defined as the solution to the following ODE:

\[
y' = y \\
y(0) = 1
\]

(2.8)

Integrating this equation on both sides yields:

\[
\int_0^t y'(u)du = \int_0^t y(u)du \\
\frac{y(t)-y(0)}{y(t)} = \int_0^t y(u)du
\]

Simplifying transforms the equation to:

\[
y(t) = 1 + \int_0^t y(u)du
\]

Yampa exposes the \textit{integral} signal function which computes the integral of a signal between the first instant and the current time. Using the \text{loop} combinator, it is possible to feedback the computed value of the integral back to itself, much in the way the ODE is defined. This leads to the following implementation:
exponential :: SF a Double
exponential =
    loop (arr snd >>> integral >>> arr (+ 1) >>> arr dup)

The snd function is the function that given a pair returns its second-element, dup on the other hand takes the a value and produces a pair containing the value in both fields:

snd :: (a, b) -> b
snd (_, y) = y
dup :: a -> (a, a)
dup x = (x, x)

Let us analyse the definition of exponential. exponential is defined in terms of loop. In this instance, the argument signal function that is passed to loop has type SF (a, Double) (Double, Double). Its input signal is a pair made of the input of exponential type a as the left argument, which is unused; and the current value of the integral. The inner signal function is then the serial composition of 4 signal functions: the first one discards the input of type a using snd. This leaves only the current value of the integral to pass to the integral. The integral’s initial value is always 0, but problem 2.8 requires that the value at the first-instant of exponential is 1, hence why the value produced by integral is added 1. The final signal function duplicates the result so that the loop produces the value of the integral and feedbacks it to be integrated. Figure 2.11 shows a diagrammatic view of the definition of integral.

Figure 2.11: Block-based illustration of the definition of exponential

loop feedbacks its second output immediately as an input to the inner signal function. Although it may seem that this would cause an infinite loop or require solving a fix-point equation, in this case, it does not. Indeed, while integral depends on its input, it doesn’t depend instantly on it: it can produce a value at time t without knowing the value of its input at time t. This makes integral a loop-breaker, like
it is in other causal modelling languages. Note that Yampa does not check if the loop actually contains a loop breaker and it will accept nonsensical programs such as:

\[
\text{absurd :: SF a Int} \\
\text{absurd = loop (arr snd >>> arr (+1) >>> arr dup)}
\]

which defines a signal following the equation \( y = y + 1 \), which of course has no solution.

2.3.3 — proc-notation

It quickly becomes tedious to program solely using combinators. Fortunately, arrows, such as Yampa signal functions, can be constructed using Paterson’s arrow notation [120], also called proc-notation. It allows intermediate signals to be named and explicitly give them as arguments to signal functions. It is treated specially by the compiler and desugared using the arrow combinators introduced in §2.3.2. Consider the problem of calculating the trajectory of an object in free fall, with vertical position \( y \) and velocity \( v \). Such a system is described by the following pair of equations:

\[
v(t) = v_0 + \int_0^t -g\, du \\
y(t) = y_0 + \int_0^t v(u)\, du
\]

The equations are translated to proc-notation like so, where \( y_0 \) and \( v_0 \) are respectively the initial position and velocity of the object:

\[
\text{freeFall :: (Double, Double) \rightarrow SF a (Double, Double)} \\
\text{freeFall (y0, v0) = proc _ \rightarrow do} \\
\text{\quad let } g = 9.81 \\
\text{\quad v <- arr (v0 +) <<< integral <- -g} \\
\text{\quad y <- arr (y0 +) <<< integral <- v} \\
\text{\quad returnA <- (y, v)}
\]

The proc keyword introduces names for the input signal of the signal function, like \( \lambda \) in lambda-abstractions. Then a list of statements instantiate subordinate signal functions, with inputs to the signal functions to the right of \(<-\), and their outputs to the left of \( \leftarrow \). A let statement can be used to define additional signals as pure expressions of existing signals. The last statement's output is the output of the defined signal function. Here we use returnA, which is a synonym for the identity arrow.

The proc-notation also supports defining signals with feedback with the rec keyword. Doing so, the exponential signal function from §2.3.2 can be redefined as:
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```haskell
exponential :: SF a Double
exponential = proc _ -> do
  rec y <- arr (+1) <<< integral <- y
  returnA <- y
```

rec defines a sub-block which can span across multiple statements. This way, it's possible to describe a larger model, for instance the one for the circuit from §2.1.

```haskell
simpleCircuit :: SF a Double
simpleCircuit = proc _ -> do
  t <- time <- ()
  u <- arr sourceWave <- t
  rec ur <- arr \( (u, uc) \) -> u - uc <- (u, uc)
  ir <- arr \( r \) <- ur
  let ic = ir
  uc <- arr \( c \) <<< integral <- ic
  returnA <- uc
where sourceWave t =
  u0 * sin(2 * pi * f * t + phi)
```

Above, time is a signal function that produces a signal with the local time. It is then used in sourceWave to produce the source voltage u. The next statements are mutually recursive and define the other signals ur, ir, ic and uc.

2.3.4 — Discrete behaviour

Dynamic changes in the structure of the network are possible through a switching combinator:

```haskell
switch :: SF a (b, Event c) -> (c -> SF a b) -> SF a b
```

The Event type is isomorphic to an option type and is used to model discrete-time signals:

```haskell
data Event c = NoEvent | Event c
```

The output of a switch is the b output from the first signal function, until an event is produced, after which a new signal function is computed from the second argument, using the value c carried by the Event. Then the output of the whole switch is the output from that new signal function.

Using switch, one can use the freeFall signal function to model a bouncing object. A bouncing object acts like a free-falling one until it reaches the ground (at coordinate \( y = 0 \)). When it does, its position remains the same, but its velocity is inverted (assuming bouncing is lossless):
bouncing :: (Double, Double) \rightarrow SF a (Double, Double)
bouncing \ (y0, v0) = switch bounceAux bouncing
  where bounceAux = proc _ \rightarrow do
    (y, v) \leftarrow freeFall \ (y0, v0) \leftarrow ()
bounce \leftarrow edge \leftarrow y \leq 0
    returnA \leftarrow ((y, v), bounce \ `tag` \ (y, -v))

The code above defines an auxiliary signal function bounceAux which pairs the signal function freeFall with an event. The event is generated by mean of the edge signal function of type \( SF \ Bool \ (Edge()) \), which produces an event that carries the \( () \) value whenever the input signal goes from \( False \) to \( True \). Note that edge never reports an event at the first instant. It would be problematic if it did since after the first switch occurs, bouncing is always called with a negative initial position. If edge detected that, it would immediately trigger the next switch, which would trigger the next switch, etc. without ever producing any result since bounceAux would never run. bounce is only an \( Event() \), but switch needs bounceAux to produce an \( Event(Double, Double) \) in order to construct a new instance of bouncing. As the name indicates, tag tags an event with a new value, overwriting the one it is carrying. Here it is used with Haskell’s infix notation, bounce `tag` (y, -v) is the same as tag bounce (y, -v).

There is, strictly speaking, no structural change happening in the definition of bouncing: the switch here is simply used for introducing a discontinuity in the vertical velocity of the falling object. But it can also be used to radically change the dynamic behaviour of the system. For instance, one could model a defective capacitor, which breaks at some point in time and behaves like an open switch afterward:

breakingCapacitor :: Double \rightarrow Double
  \rightarrow SF (Double, Event()) Double
breakingCapacitor c uc0 =
  switch capacitor openSwitch
  where
    capacitor = proc (ic, break) \rightarrow
      uc \leftarrow arr (uc0 +) <<< arr (1 / c) <<< integral \leftarrow ic
      returnA \leftarrow (ic, break)
    openSwitch = proc _ \rightarrow
      returnA \leftarrow 0

2.4 — YAMPA’S IMPLEMENTATION

This section describes the implementation of a typical YAMPA-like FRP library as a continuation-based embedding. YAMPA’s implementation itself is slightly more complicated [107]. These details are left-out until §2.4.4 to help simplify the discussion.
Although Yampa is meant for programming hybrid continuous-time and discrete-time systems, its implementation is discrete. It emulates hybrid features, such as integration, by very simple approximations. The definition of the type \( SF \) is:

\[
data SF \ a \ b = SF \ (a \rightarrow (b, DTime \rightarrow SF \ a \ b))
\]

where \( DTime \) represent a time difference and is defined as a synonym for \( Double \). A signal function is a wrapper around a transition function that, given an input \( a \) produces an output \( b \) along with a continuation. The continuation is a function that when applied to some amount of time that has passed produces a new signal function to execute at that instant. The following sections show how to define the combinators and primitives of Yampa that have been presented so far.

### 2.4.1 — Implementation of the arrow combinators

The simplest arrow combinator is \( arr \), which lifts a pure function to a signal function by applying the function to the input signals to produce an output. This leads naturally to this implementation:

\[
arr :: (a \rightarrow b) \rightarrow SF \ a \ b
\]

\[
arr f = SF \ sf
\]

where \( sf \) = \( (f a, const (arr f)) \)

Note how the continuation of \( arr f \) is always itself, regardless of the time delta since its behaviour does not change with time.

Composition combinators have similarly straight-forward implementations. The fan-out operator for instance:

\[
(&&&) :: SF \ a \ b \rightarrow SF \ a \ c \rightarrow SF \ a \ (b, c)
\]

\[
SF \ tf1 && SF \ tf2 = SF \ tf3
\]

where \( tf3 dt a = ((b, c), tf3') \)

where \( (b, tf1') = tf1 dt a \)

\( (c, tf2') = tf2 dt a \)

\( tf3' dt = tf1' dt && tf2' dt \)

&&& simply applies the transition functions of both subordinate signal functions to the same input. The continuation function is computed from the continuation of the subordinates by applying them to the same time difference, thus maintaining synchrony, and recursively composing them with &&&.

Along the same principles, here are the implementations of serial composition:

\[
(>>>) :: SF \ a \ b \rightarrow SF \ b \ c \rightarrow SF \ a \ c
\]

\[
SF \ tf1 >>> SF \ tf2 = SF \ tf3
\]

where \( tf3 a = (c, tf3') \)

where \( (b, tf1') = tf1 a \)
Finally, loop is implemented by making use of Haskell’s laziness:

\[
\text{loop :: SF (a,c) (b,c) } \rightarrow \text{ SF a b} \\
\text{loop (SF tf) = SF ltf} \\
\text{where ltf a = (b, ltf')} \\
\text{where ((b, c), tf') = tf (a, c)} \\
\text{ltf' dt = loop (tf' dt)}
\]

Notice how the output c of the transition function is also passed as its input. This technique is sometimes called ‘tying-the-knot’ and relies on the fact that function calls in Haskell do not evaluate their arguments and that the evaluation of a particular value only causes the evaluation of exactly those values that are needed to compute the result. Let’s look at an example on a simplistic example (modified from [125]):

\[
g :: (\text{Int, Int}) \rightarrow (\text{Int, Int}) \\
g (x, y) = (x + 1, y + 1)
\]

\[
f :: \text{Int} \rightarrow \text{Int} \\
f x = z \\
\text{where (y, z) = g (x, y)}
\]

When evaluating \( f \ 0 \), the result forces the second element of the pair returned by \( g (x, y) \), which is \( y + 1 \). To evaluate \( y + 1 \), the first element of the pair returned by \( g (x, y) \) must be computed, which is \( 0 + 1 \). \( y \) therefore evaluates to 1 and \( z \) evaluates to 2. What laziness allows for in this case is a form of dynamic scheduling of operations. Instead of requiring the programmer to perform this scheduling manually, lazy evaluation allows for it to be discovered at runtime. Note that knot-tying has other useful applications not relevant to the work presented here, for instance for defining cyclic data structures. The small example above can be lifted as is into a signal function using \texttt{loop} and \texttt{arr} like so:

\[
sf :: SF \text{Int Int} \\
sf = \text{loop (arr g)}
\]

### 2.4.2 — Implementation of primitives

So far, the continuation returned by the transition function hasn’t really showed its usefulness. In Yampa’s implementation, it has essentially two use-cases. The first is to allow local state to be maintained across invocations. This is illustrated by the implementation of \texttt{integral} that uses Euler’s method:
integral :: SF Double Double
integral = SF tf
    where tf v = (0, cont 0 v)
        cont i pv dt = SF tf'
            where tf' v = (ni, cont ni v)
                where ni = i + dt * pv

integral is defined using two transition functions. The first one is only applied at the first time-step, after which the second one is used. Let us look at the latter first. In addition to the time passed since the previous invocation dt it has two additional arguments: the value of the integral at the previous time step and the value of the input signal at the previous time step. Using these two extra-arguments, it computes the new value of the integral at the current time with a forward Euler method (see §2.2) and produces the continuation by passing the new value of the integral and the current value of the input. The initial transition function tf only exists to bootstrap the process, since the value of the input value before the first instant is undefined. The value produced by integral at the current time step is indeed independent from its input at the current time, like §2.3.2 relied on.

The second use for the continuation is to handle dynamic structural changes, as the implementation for switch shows:

switch :: SF a (b, Event c) -> (c -> SF a b) -> SF a b
switch (SF tf) next = SF stf
    where stf a =
        case evt of
            NoEvent -> (b, stf')
            Event c -> nextSF a
                where SF nextSF = next c
            where ((b, evt), sf') = tf a
                stf' dt = switch (sf' dt) next

The transition function for switch uses the transition function of the first signal function until it produces an event, after which a new signal function (and transition function) is computed and used as a replacement.

2.4.3 — Interfacing with Yampa

Running a signal function is done with the reactimate function, whose (simplified) type signature is:

reactimate :: IO a
    -> IO (DTtime, a)
    -> (b -> IO Bool)
    -> SF a b
    -> IO ()
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reactimate init sense react sf starts by running the init action to produce the initial input to the signal function. Then, it runs the sense action that produces the time difference since the previous instant and a new input. Finally react is used to handle the result produced by the signal function at this instant and returns a boolean indicating whether the signal function should keep running or stop. The fact that both the sense and react are IO actions allow the signal function to interface with the outside world. This can be used to communicate key presses events in a game for instance, or read the value of a sensor in an embedded application.

As an example, let's write a program that simulates simpleCircuit (which models the circuit in figure 2.1). It samples the result every \(1 \times 10^{-4}\) s until \(5 \times 10^{-2}\) s.

```haskell
simpleCircuit :: SF a Double

main :: IO ()
main = do
    timeRef <- newIORef 0
    reactimate init
    (sense timeRef)
    (react timeRef)
    simpleCircuit

where init = pure ()

sense timeRef = do
    t <- readIORef timeRef
    let dt = 1e-4
    writeIORef timeRef (t + dt)
    pure (dt, ()
    react timeRef uc = do
        print uc
        t <- readIORef timeRef
        pure (t >= 5e-2)
```

To keep track of the current time, the sense and react actions make use of a mutable reference timeRef to share the current time. A mutable reference pointing to a value of type a is represented with the type IORef a. It can be read and written from using the functions:

```haskell
readIORef :: IORef a -> IO a
writeIORef :: IORef a -> a -> IO ()
```

sense is in charge of updating the time reference when it runs, while react checks whether the current time is more than the time limit, stopping the simulation when it is.
2.4. Self-simplification & dynamic optimizations

There are a number of advantages to the current Yampa representation. Mainly its simplicity, flexibility and overall reasonable performance. It also has the property that FRP networks are self-simplifying. Consider the implementation of switch: once the switch has occurred, the transition function of the switch vanishes and is completely replaced by the transition function the switch switched into. This property can be further exploited by having a special representation for some signal functions that are amenable to simplifications, thus allowing dynamic optimizations over the FRP network [107].

For instance, one can introduce an additional constructor to the type SF to distinguish signal functions that are applications of arr, like so:

```
data SF a = SFArr (a -> b)  
    | SF (a -> (b, DTime -> SF a b))

arr :: (a -> b) -> SF a b
arr f = SFArr f
```

The definition of combinators and primitive can now be made aware that they are being applied on applications of arr and provide optimized implementations. The serial composition operator can then dynamically simplify the FRP network by transforming compositions of two signal functions constructed using SFArr into a single signal function. It can also provide more efficient implementations in the case where only one of the subordinate signal function is constructed using SFArr:

```
(>>>) :: SF a b -> SF b c -> SF a c
SFArr f >>> SFArr g = SFArr (g . f)
SFArr f >>> SF tf = SF tfc
    where tfc a = (c, tfc')
        where (c, tfc') = tf (f a)
        tfc' dt = SFArr f >>> tf' dt
SF tf >>> SFArr g = SF tfc
    where tfc a = (g b, tfc')
        where (b, tfc') = tf a
        tfc' dt = tf' dt >>> SFArr g
SF tf1 >>> SF tf2 = ...
```

Furthermore, because the definition of >>> applies itself recursively to the continuations of its subordinate signal functions, it can dynamically apply the optimization if the subordinates get simplified enough. For instance, in the following:

```
sg :: SF Int Int
sg = switch aux next
```
where aux = proc n → do
  evt ← edge ← n > 0
  returnA ← (n, evt)
  next () = returnA

sf :: SF Int Int
sf = arr (+1) >>> sg

sf cannot be statically optimized since sg is defined in terms of switch. However, once sg has switched, its representation reduces to the representation of next (), which is SFArr id. At this point, the representation of sf can be optimized to a single SFArr constructor by >>>.

Representing the identity arrow with SFArr id still incurs the overhead of a function composition when it is used, which could be simplified if it was represented explicitly, like SFArr. Unfortunately, this is not possible with the conventional Algebraic data type (adt) machinery of Haskell, since defining:

data SF a b = SFId
  | SFArr (a → b)
  | SF (a → (b, DTime → SF a b))

defines SFId as having type SF a b, but the identity arrow should have type SF a a. At first glance, it would seem that it is possible to use that constructor by simply exposing a definition with a restricted type:

returnA :: SF a a
returnA = SFId

However, the problem now becomes the implementation of >>>. Indeed, we would wish for the ability to write the following definition:

(>>>) :: SF a b → SF b c → SF a c
SFId >>> sf = sf

Unfortunately, this is not well-typed, since sf in general has type SF b c and the return type should be SF a c. It is then necessary, to perform this optimization, to force the type of SFId to always be SF a a. This is possible using Generalized Algebraic Data Types (GADT)\[122\]. GADT are a form of dependent types which allow for a lot more flexibility when defining the constructors of a type. Defining SF in terms of a GADT is done like so:

data SF a b where
  SFId :: SF a a
  SFArr :: (a → b) → SF a b
  SF  :: (a → (b, DTime → SF a b)) → SF a b

122. Peyton Jones et al., 'Simple Unification-Based Type Inference for GADTs'. 2006
In a gadt definition, the return type of each constructor application can be given its own type. This allows for defining \( \text{SFId} \) as having type \( \text{SF a a} \) at all time. This then enables the compiler to perform additional type unifications during pattern-matching. Thus, in the definition of \( \ggg \):

\[
(\ggg) :: \text{SF a b} \rightarrow \text{SF b c} \rightarrow \text{SF a c}
\]

\( \text{SFId} \ggg sf = sf \)

the compiler unifies \( a \) and \( b \), making the clause well-typed, and allowing for an even more efficient implementation.

2.4.5 — Shortcomings

2.4.5.1 — Performance shortcomings

A natural assumption when writing arrow code is that the ‘wiring’ is essentially free. In this context, wiring (or routing) designates the process of guiding a signal from the output of the signal function producing it to the inputs of the consuming signal functions. After all, the way signals flow between signal functions is mostly static, with switch being the prominent exception. But, as can be seen from the implementation \&\&\& for instance, routing is not quite free: \&\&\& has to perform a tuple allocation at each step to pack its result, which other combinators then have to unpack or rearrange later.

This looks like a small price to pay, especially when allocations are cheap like in most functional language implementations. However it turns out that this wiring code is often a large part of an FRP network. The definition of \textit{exponential} (at the start of §2.3.2) for instance makes use of two combinators that only exist for the purpose of routing signals correctly: arr snd and arr dup. Code that uses the \textit{proc}-notation is also particularly susceptible to this due to the way it is desugared. Consider this block:

```haskell
proc x -> do
  y <- sf <- x
  z <- sg <- y
  returnA <- (x, z)
```

It is desugared by \texttt{GHC} into a slightly more complicated version of the following:

```haskell
arr (\x -> (x,x)) >>> first sf >>>
arr (\x -> (x,x)) >>> first (arr (\(x,y) -> y) >>> sg) >>>
arr (\(z, (x,y)) -> (x,z)) >>> returnA
```

Most of the combinators in the above code handle routing, and all of them allocate and deallocate tuples. In fact, §3.5 will show that the cost associated with routing grows quadratically with the number of lines in a \textit{proc}-notation block.
Surely, it is possible to do better. Indeed, the intuition that the wiring is, for the most part, static, is correct. For static routing, there are well-known techniques used in e.g. the implementation of synchronous dataflow languages [17] and continuous system simulation [37] that essentially eliminate the routing overhead by representing signals with shared imperative variables. All that is required is that the writing and reading of each variable, for each time step, is carefully coordinated, which in the setting of (first-order) synchronous dataflow languages and simulation of structurally static continuous systems can be achieved through static scheduling of the computations; i.e., generation of a sequence of imperative assignments in a suitable order.

To adopt this method for an arrowized FRP library requires two changes. First, it becomes important to precisely identify what routing primitives are necessary in order to be able to replace the use of arr by explicit routing operations that the implementation can optimise away. This can be done in the same way as in §2.4.4, by introducing additional constructors to the SF type that represent signal functions that only perform routing. Then, it requires a more precise representation for signals. In particular, it becomes important to distinguish between pairs of signals and signals of pairs, as the former can be represented using a pair of references while the first can be represented as a single reference on a pair.

2.4.5.2 — Conceptual reasons There are further advantages, both practical and conceptual, of making a more profound distinction between different kinds of signals. Not simply between pairs, but also between individual kinds of signals themselves. So far, only (notionally) continuously varying signals have been considered. Even events are represented as continuous signals of an option type. However, a discrete-time signal can be expected to change relatively infrequently compared to continuous-time signals. Exploiting this through a different implementation strategy for such signals can lead to efficiency gains.

Further, there are advantages to distinguishing between truly continuous signals and signals that exist all the time but change only at certain points in time. For instance, while it is clear what a continuous signal of real numbers means, it is less clear what a continuously varying signal of booleans means and whether sampling from such a signal is ever meaningful. On the other hand, the meaning of a constant by part signal of booleans is clear.

As another example of the usefulness of this separation, consider Yampa’s timed delay combinator delay :: Time → a → SF a a. This combinator allows any signal to be delayed a specific amount of time. In terms of implementation, it is essentially a buffer for signal samples. However, since Yampa makes no assumptions as to the regularity of sampling, it may happen that individual samples either need to be discarded or duplicated in order to make up for variations in the sampling
frequency. This is fine for signals that conceptually are continuous. However, it is a disaster for signals carrying events, as this can mean that events get lost or are duplicated. Therefore Yampa provides a separate delay combinator for events that works by scheduling a single output event a fixed time into the future. However, because Yampa does not fundamentally differentiate between continuous-time signals and events, there is nothing that stops a user from using the continuous-time delay also for events.

Finally, §2.2.5 summed up the capabilities of numerical integration techniques. While a better approach to numerical integration would be desirable for Yampa, it is important that the program suitably limits what can be done with models to make sure that integration produces sensible results in a timely manner.

2.5 — Summary

This chapter provided an introduction to causal modelling, numerical integration and Functional Reactive Programming. It presented the notion of ode and techniques to numerically approximate their solutions. It then showed how FRP, and specifically arrowized FRP as implemented in Yampa, could be used as a simple modelling language to express models in terms of ode; and the principles behind its implementations.

The next chapter is dedicated to addressing the shortcomings described in the previous section. It relies on a more precise description of the nature of the signals a signal function operates on. Doing so allows for the implementation of an FRP network as an efficient imperative program, providing great performance benefits. While this work was originally carried-out with a focus on efficiency, the resulting library allows to place additional limitations on FRP that are desirable in the context of a modelling language. While this has been left as future work, this paves the way to the implementation of an efficient causal modelling EDSL integrated with precise ode solvers.
Scalable Functional Reactive Programming

This chapter presents an implementation of the ideas sketched in §2.4.5. The main goal of this work is to improve the performance of FRP networks by compiling away all wiring. To do so requires a strict separation between different kinds of signals, in particular pairs of signals and signals of pairs. Further minor improvements can be provided by distinguishing between different kinds of individual signals. For instance, between continuous signals, expected to change very frequently, and event signals. Doing so allows for providing additional restrictions on FRP which can be used to make writing FRP networks safer, and also paves the way to the integration of more advanced numerical integration techniques, such as the ones presented in §2.2; although this has been left as future work.

The resulting FRP library is called Scalable FRP (sfrp), since it aims at supporting very large FRP networks. It supports most of the features of Yampa with two notable exceptions: it only supports a limited form of feedback (implemented in Yampa with the arrow loop combinator), and it does not support collection based switching as presented in [110].

This chapter is organized as follows. §3.1 discusses how different kinds of signals can be distinguished, using signal descriptors. §3.2 then describes how signal functions are described in sfrp. In Yampa, signal functions were implemented by shallow-embedding. For the purpose of this work, sfrp will be implemented as an Abstract syntax tree (AST); i.e., as a deep-embedding. §3.3 presents work that implements a custom proc-notation desugarer using GHC meta-programming capabilities. Indeed, sfrp is not able to use the standard proc-notation from GHC. However, like was demonstrated with Yampa, special syntax is essential for the usability of an arrowized FRP library. The compilation of the sfrp AST to an efficient imperative representation is the subject of §3.4. Finally, performance evaluation of sfrp against Yampa is carried out in §3.5.

3.1 — Signal Representation

Signals are distinguished in two categories: individual signals and pairs of signals. Following the distinction introduced in [136], individual signals themselves are separated in three groups, illustrated in figure 3.1:
3.1. Signal representation

— Continuous signals (C): (notionally) continuously varying time signals (but may exhibit discontinuities). Typically representing a physical quantity such as time, position, etc.
— Step signals (S): piecewise constant continuous-time signals. For instance input from a discrete controller.
— Event signals (E): signals that are present only at discrete points in time.

This distinction is captured in a type of signal descriptors SD:

\[
\text{data SD a where}
\]

\[
\begin{align*}
C & : : a \rightarrow SD a \\
S & : : a \rightarrow SD a \\
E & : : a \rightarrow SD a \\
P & : : SD a \rightarrow SD b \rightarrow SD (a, b) \\
N & : : SD Void
\end{align*}
\]

SD is not for use at the value level, but at the type level to describe the kind of signals a signal function operates on. GHC allows to lift the kind of signals a signal function operates on. GHC allows to lift a data constructor to the type level [153]. A lifted data constructor is prefixed with a quote, thus 'C Double is the descriptor of continuous signals carrying doubles. Much as data constructors are lifted to the type level, type constructors are lifted to the kind (type-of-type) level. The kind of 'C Double is SD Type, where Type is the kind of Haskell types \( a \). Pairs of signals have a distinct descriptor. For instance 'P ('C Double) ('E Bool) is a pair of a continuous signal of Double and of an event signal carrying a Bool. There is also a descriptor for signals that carry no value, \( N. N \) is of type SD Void, where Void is the empty type of Haskell.

These descriptors can now be used in GADT declarations as constraints on the type of data-constructors. For instance, the type of values associated to a signal descriptor can be defined as:

\[
\text{data SDVal a where}
\]

\[
\begin{align*}
CVal & : : a \rightarrow SDVal ('C a) \\
SVal & : : (Bool, a) \rightarrow SDVal ('S a) \\
EVal & : : Maybe a \rightarrow SDVal ('E a) \\
PVal & : : SDVal a \rightarrow SDVal b \rightarrow SDVal ('P a b) \\
NVal & : : SDVal 'N
\end{align*}
\]

As a minor optimization, SVal is represented as a tuple of a Boolean and a value, the Boolean indicating whether the signal has changed since the previous step. This allows to avoid some computation when a signal changes rarely, like a step signal is expected to.

In the following, for readability, \( \{, , \} \) is used to denote a pair of signal descriptors, \{\} denotes a signal carrying no value, and the quote of lifted constructors are omitted. Thus 'P ('C Double) ('E Bool) will be written \{C Double, E Bool\}.
3.2 — Signal function representation

The definition of signal functions can be refined using descriptors:

```haskell
data SF (i :: SD p) (o :: SD q) where
```

In this definition, \( i \) and \( o \) are given an explicit kind, which must be signal descriptors. Since the goal is to compile signal functions to an imperative representation, they need to be represented in a way that is easy to inspect; i.e., as a deep embedding or abstract syntax tree, except that parts that are not expected to be compiled can be represented shallowly. The constructors of the type \( SF \) are introduced over the next sections. In §3.2.1, combinators mimicking arrow combinators are introduced, in §3.2.2 constructors for additional primitives and for mediating between signals of different kinds are introduced and finally in §3.2.3, combinators for precise routing are defined.

3.2.1 — Arrow-like combinators

3.2.1.1 — Composition operators

Let’s begin with the composition operators, which are defined like so:

- (**:>**:): \( SF \ a \ b \rightarrow SF \ b \ c \rightarrow SF \ a \ c \)
- (**:&**:): \( SF \ a \ b \rightarrow SF \ a \ c \rightarrow SF \ a \ \{b, c\} \)
- (**:*****:): \( SF \ a \ c \rightarrow SF \ b \ d \rightarrow SF \ \{a, b\} \ \{c, d\} \)

As intended, the parallel composition operators :***: and :&&: truly operate on pairs of signals.

3.2.1.2 — arr

arr is a little different. Unlike the composition operators, it directly operates on the signal passing through it. Clearly, applying a pure function to a signal cannot change its kind. The type chosen for arr is therefore the following:

```haskell
SFarr :: (a -> b) -> SF (k a) (k b)
```

Because \( a \) and \( b \) are types, \( k \) must have kind \( Type \rightarrow SD \ Type \), thus one of \( C, S \) or \( E \), but not a partially applied \( P \). Note however that the function passed to arr is still between \( a \) and \( b \), not between \( SDVal \ a \) and \( SDVal \ b \) for instance. This is intentional. It prevents the creation events out of thin air when applying arr over event signals. As for \( S \)-kinded signals, an optimisation becomes possible. \( S \) signals, being expected to change rarely, carry a Boolean flag indicating if they have changed. Hence when arr is used on such a signal, work can be saved by not recomputing the output if the input didn’t change. This restriction on arr is very useful, but requires a new primitive, arr2 that combines two signals of the same kind together, represented by the following constructor of SF:

```haskell
SFarr2 :: (a -> b -> c) -> SF (k a, k b) (k c)
```

While arr could be expressed in terms of arr2, it is preferable not to as this would lose some optimisation opportunities.
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3.2.1.3 — *Loop*  The final arrow combinator is \textbackslash{\texttt{loop}}. A general \textbackslash{\texttt{loop}} has proven difficult to implement and in fact, several \texttt{FRP} approaches do not support it\textsuperscript{a}. The reason why \texttt{SFRP} doesn’t support it will become clear in the next chapter when the implementation is discussed. However, some form of feedback is very important, especially in modelling applications where it is used to define \texttt{ODE}.

An alternative is a delayed loop combinator: instead of instantaneously sending the output of the inner function to the input, the current output is fed to the signal function at the next time step (and the input at the current time step is therefore the value of the output at the previous time step). Disallowing well-founded instantaneous loops without any delays, like the example at the end of §2.4.1, does not terribly limit the expressivity. In practice, it seems that the only time where such loops are used is to avoid having to schedule statements manually when using the \texttt{proc}-notation, like in the following example:

\begin{verbatim}
proc x -> do
  rec y <- f <- z
  z <- g <- x
  returnA <- (y, z)
\end{verbatim}

While this surely is convenient, it also makes it quite easy to make a mistake. Since \texttt{YAMPA} has no mechanism to detect these errors\textsuperscript{a}, they can be quite frustrating to debug\textsuperscript{b}.

In a hybrid context, the meaning of delaying however requires some thought. §2.3.1 presented the \texttt{delay} signal function, which can delay a signal by a given length of time. However \texttt{YAMPA} also provides a \texttt{pre} signal function. Inherited from \texttt{LUSTRE} [36], it delays the input signal by one step. The size of that step depends on the way the signal function is being run with \texttt{reactivate}. Because of \texttt{YAMPA}'s implementation, this is not too much of a problem. At worse, this makes the \texttt{pre} signal function a bit of a leaky abstraction, since it exposes the fact that the implementation is discrete.

However, in a truly hybrid setting, the ability to refer to the previous value of a continuous signal is problematic. Recall the properties of numerical solvers that were discussed in §2.2. The use of variable-step methods means that, unlike with \texttt{YAMPA}, the user is not necessarily in charge of the step size. \texttt{SIMULINK} for instance allows for the equivalent of the \texttt{pre} signal function, while still using variable-step solvers. It has been shown that this can make the simulation of a model drastically depend on the way it is used: for instance, a model produces a different results when it is simulated alongside another one, even though there are no interactions between the two, but simply by virtue of the fact that the existence of the presence of the other model forced the solver at to use a different step size [10].
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While the plan is not to use an ode solver for sfrp, it would be desirable if its design didn’t rule it out immediately. Therefore, the loop construct is limited in two ways. For step signals, a regular delayed loop construct is provided. Defined like so:

\[ DLoop :: \text{StepSignal} \ c \Rightarrow SDVal \ c \rightarrow SF \ \{a, c\} \ \{b, c\} \rightarrow SF \ a \ b \]

Notice the \text{StepSignal} constrain on the feedback type parameter \(c\). \text{StepSignal} is a type-class defined on signal descriptors like so:

\[
\text{class StepSignal} \ c \\
\text{Is is meant to be enforced when } c \text{ is either an } S \text{-kinded signal or a collection of step signals. This leads to the following two instances:}
\]

\[
\text{instance StepSignal} \ (S \ a) \\
\text{instance} \ (\text{StepSignal} \ a, \text{StepSignal} \ b) \Rightarrow \text{StepSignal} \ \{a, b\}
\]

Note the extra argument of type \text{SDVal} \ c to \text{DLoop}, which contains the value produced initially by the signal function. This function can be used to implement \text{pre}, but exclusively on step signals:

\[
\text{pre} :: \text{StepSignal} \ c \Rightarrow SDVal \ c \rightarrow SF \ c \ c \\
\text{pre init} = DLoop \ \text{init} \ (\text{SFRouter Swap})
\]

For continuous signals, the choice is to not provide any way to delay a signal, to avoid the problems described earlier. Instead, SFRP exposes an integral-loop combinator:

\[
\text{IntegralLoop} :: \text{Continuous} \ c \Rightarrow SDVal \ c \rightarrow SF \ \{a, c\} \ \{b, c\} \rightarrow SF \ a \ b
\]

Instead of sending the previous value of the output of the inner signal function, \text{IntegralLoop} feedbacks the integral of the output (which can be initialised with the extra \text{SDVal} \ c passed to \text{IntegralLoop}, like with \text{DLoop}). \text{Continuous} serves the same role as \text{StepSignal}, in that it can be used to designate both a signal continuous signal or a collection of continuous signal. Unlike \text{SignalStep} however, \text{Continuous} defines a method:

\[
\text{class Continuous} \ c \ \text{where} \\
\hspace{1cm} \text{integrate} :: DTime \rightarrow SDVal \ c \rightarrow SDVal \ c \rightarrow SDVal \ c
\]
3.2. Signal function representation

integrates implements an integration scheme for signal descriptors of kind \( C \). The first argument is the step size, the second argument is the current value of the integral and the third argument is the computed value of the derivative of the signal. For single continuous signals, this enables implementing the forward Euler method like in Yampa:

\[
\text{instance Continuous (C Double) where}
\begin{align*}
\text{integrate } \delta t \ (C\text{Val} \ x) \ (C\text{Val} \ x') &= C\text{Val} \ (x + \delta t \times x')
\end{align*}
\]

for pairs of continuous signals, the output is simply the pair of the results of calling \texttt{integrate} on both members of the pair:

\[
\begin{align*}
\text{instance (Continuous} \ a, \ \text{Continuous} \ b) &\Rightarrow \text{Continuous} \ \{a, b\} \ \text{where} \\
\text{integrate } \delta (x \ `PVal` y) \ (x' \ `PVal` y') &= \\
&\text{integrate } \delta x \ x' \ `PVal` \text{integrate } \delta y \ y'
\end{align*}
\]

Note that the interface of \texttt{Continuous} could be generalised to support more advanced integration methods. For instance, \texttt{integrate} could be given the ability to poll the result of executing the inner signal function directly. This could then be used to implement more advanced integration technique or communicate with an ODE solver. Like for \texttt{pre}, \texttt{integral} can be implemented in terms of \texttt{IntegralLoop}:

\[
\text{integral} :: \text{SF (C Double) (C Double)} \ \text{integral} = \text{IntegralLoop} \ (C\text{Val} \ 0) \ (\text{SFRouter Swap})
\]

Note that an alternative design is possible which provides a single loop combinator, capable of handling both step signals and continuous signal. The behaviour of the combinator is that of \texttt{DLoop} when the signal is an \( S \)-kinded signal, that of \texttt{IntegralLoop} when it is \( C \)-kinded and a mix of both when it is \( P \)-kinded. It is unclear whether providing such combinator would be a good idea. It has, for now, not been needed and this strange mixed semantics might not do it justice.

One could summarise the approach of \texttt{sfrp} as ‘loopifying’ Yampa’s loop breaker. Instead of having both \texttt{loop} and its loop-breaker \texttt{integral}, there is only one combinator with the two behaviours mixed together. While this avoids having to deal with unbounded loops, and, as §3.4 will show, helps with implementation, it has one drawback: there are many loop breakers in Yampa for example \texttt{delay}, which cannot be implemented in terms of \texttt{pre} or \texttt{integral}. In order for them to be used with feedback, one must then implement a ‘looping’ version of these loop-breakers, instead of just the original loop-breakers (which can then be implemented in terms of the new looping combinator).

3.2.2 — Primitive signal functions

This new library needs all the primitives from Yampa, e.g. \texttt{switch}:

\[
\text{Switch} :: \text{SF a} \ {E} \ c, \ b \rightarrow (c \rightarrow \text{SF a b}) \rightarrow \text{SF a b}
\]
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However it also need additional primitive in order to mediate between signals of different kinds. In Yampa, this is done by using arr. Since arr and arr2 are limited to operating on signals of the same kind, this is not possible in sfrp. Here are some examples of primitives that are defined with the goal of mediating between signals:

— Tagging the event with the value of the signal at the time it occurs:

\[ \text{Tag} :: (a \rightarrow b \rightarrow c) \rightarrow SF \{C a, E b\} \{E c\} \]

— Edge detection for continuous signals:

\[ \text{Edge} :: s \rightarrow (a \rightarrow s \rightarrow (s, \text{Maybe } b)) \rightarrow SF \{C a\} \{E b\} \]

— Change detection for step-signals:

\[ \text{Jump} :: s \rightarrow (a \rightarrow s \rightarrow (s, \text{Maybe } b)) \rightarrow SF \{S a\} \{E b\} \]

— Accumulation:\n
\[ \text{Accum} :: s \rightarrow (a \rightarrow s \rightarrow (s, b)) \rightarrow SF \{E a\} \{S b\} \]

— Removal of events from an event signal:

\[ \text{FilterE} :: (a \rightarrow \text{Maybe } b) \rightarrow SF \{E a\} \{E b\} \]

— Event merging:

\[ \text{MergeE} :: (a \rightarrow a \rightarrow a) \rightarrow SF \{E a, E a\} \{E a\} \]

Events act as mediators between step and continuous signals, akin to what is being done in hybrid simulation languages [10]. These combinators all have equivalents in Yampa.

3.2.3 — Routers

Suppose we wish to compose two signal functions of type:

\[ sf :: SF h \{\{E a, C b\}, S c\} \]
\[ sg :: SF \{C b, \{E a, S c\}\} h' \]

Surely sf and sg should be composable, provided the output of sf can be rearranged to match the way the signals are paired in sg. In Yampa, this would be done by interleaving an arr rearranging the signals:

\[ sf >>> arr (\{(ea, cb), sc\} \rightarrow (cb, (ea, sc))) >>> sg \]

---
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But using arr, thereby not making a distinction between scaffolding used for routing and the actual values carried by signals, is precisely what this approach aims at avoiding! The function inside arr is purely rearranging the signals, but not performing any operations on them. This fact cannot be known by an FRP library, since a function is a black-box that cannot be analysed at runtime. Therefore, regardless of the representation of signals or signal functions, an implementation cannot do better that execute any code written with arr (including the routing code above) at every iterations. For that reason, for an implementation to efficiently implement wiring, a way to represent transformations between signals explicitly is needed. §3.4 will show how this enables sfrp to handle routing with little runtime overhead compared to current implementations.

Signal descriptors have the shape of binary trees: P being the nodes and N, C, S and E being the leaves. The set of transformations needed is therefore the set of transformations needed to match the shape of any binary tree into any other, provided all the non-N leaves of the destination tree are present in the original tree. §3.3 shows that the sufficient set of transformations to do so are left- and right-rotations, to modify the shape of the tree without changing the order of the leaves; duplication and deletion of a tree, to remove unused leaves, or add extra ones; and swapping two children of a node, to change the order of the leaves in the tree. In addition, combinators to compose routers together and to apply them to a specific subtree on a node are needed. This points to a type defined in a way similar to SF:

```haskell
data Router i o where
  IdRout :: Router a a
  where
    -- Tree rotations
  LeftRot :: Router {a, {b, c}} {{a, b}, c}
  RightRot :: Router {{a, b}, c} {a, {b, c}}

  -- Subtree deletions
  DelRout :: Router i N
  FstRout :: Router {a,b} a
  SndRout :: Router {a,b} b

  -- Leaves duplications
  DupRout :: Router a {a, a}

  -- Swapping leaves
  SwapRout :: Router {a,b} {b,a}

  -- Combining routers
  AppLeft :: Router a b -> Router {a,c} {b,c}
  AppRight :: Router c d -> Router {a,c} {a,d}
  CompRout :: Router a b -> Router b c -> Router a c
```

Like SF, the type constructor Router operates on signal descriptors and not on types directly. A router can then be lifted into a signal function with a dedicated constructor:
To give an idea for what a router can be used for, let's define a function `routeVar` which rearranges the shape of a value of type `SDVal` accordingly:

```haskell
routeVal :: Router i o -> SDVal i -> SDVal o
routeVal IdRout a = a
routeVal LeftRot (a `PVa l` (b `PVa l` c)) = (a `PVa l` b) `PVa l` c
routeVal RightRot ((a `PVa l` b) `PVa l` c) = a `PVa l` (b `PVa l` c)
routeVal DelRout _ = NVal
routeVal FstRout (a `PVa l` _) = a
routeVal SndRout (_, `PVa l` b) = b
routeVal DupRout iv = PVa l iv iv
routeVal (AppLeft r) (a `PVa l` c) = routeVal r a `PVa l` c
routeVal (AppRight r) (a `PVa l` b) = a `PVa l` routeVal r b
routeVal (CompRout p q) a = routeVal q (routeVal p a)
```

The types of `Router` and `SDVal` are constrained in such a way that there is only one possibility for the function in each cases.

The example between `sf` and `sg` can now be rewritten as:

```
sf >>> Router (CompRout (AppLeft SwapRout) RightRot) >>> sg
```

Users are not expected to use routers directly, except maybe for simple ones; much like users of Yampa don’t write code using complex calls to `arr`. However having explicit routers is crucial for implementing an efficient desugaring for the `proc`-notation. This is the topic of the next section.

### 3.3 — Custom `proc`-notation implementation

The appeal of arrowized FRP is, at least partially, the possibility to use a convenient notation for expressing FRP networks, the `proc`-notation [120]. Unfortunately, the new `SF` type is not a standard arrow which means that it is not possible to make use of it. While GHC supports another syntax extension, the Rebindable Syntax, which allows to use GHC’s desugarer with custom arrow combinators instead of the standard ones, it is not powerful enough to circumvent that problem. Indeed, the `arr` combinator exposed by `SF` is too restrictive to be compatible with the way GHC operates, since it is used for routing, while it would need to use the routing combinator introduced in §3.2.3.

Fortunately, GHC supports extensions to its syntax through quasi-quoting [94]. Thus it’s possible to define a custom `proc`-notation that will be desugared into the constructors of `SF`. This custom notation is as close as possible to the one used for arrows, in an attempt to make porting existing Yampa programs (and users) easier. The falling object example from §2.3.2 can be rewritten like so:

---


The syntax \([sf]\ldots\) introduces a quasi-quote, instructing GHC to translate the string between the brackets using a quasi-quoter named \(sf\). Inside the quasi-quote, most things can be read as normal proc-notation code. Since we insist on distinguishing signal kinds, pairs of signals are denoted using \(\{,\}\). When introducing a signal name, it is possible to also indicate its kind with the syntax \(x :: C\), here indicating that \(x\) is of kind \(C\). It can be used to improve clarity or to give information to GHC's typechecker. While annotations rarely if ever are needed for GHC to infer a signal's kind, they can at least help to generate better error messages. Using Haskell expressions as input to signal functions is supported, but they must be enclosed in \(\{\ldots\}\). They may refer to signals but all signals being referred to must be of the same signal kind as we do not wish to mix signals of different kinds implicitly. Pattern matching on Haskell constructors is not supported, however. There is also an \(sd\) quasi-quoter for typesetting signal descriptors in a more convenient way.

Let us go back to the example from §2.4.5:

\[
\begin{align*}
\text{proc } x & \rightarrow \text{ do} \\
& y \leftarrow sf \leftarrow x \\
& z \leftarrow sg \leftarrow y \\
& \text{returnA} \leftarrow (x,z)
\end{align*}
\]

which is desugared by GHC into:

\[
\begin{align*}
\text{arr } (\lambda x \rightarrow (x,x)) & \triangleright\triangleright \text{ first } sf \triangleright\triangleright \text{ arr } (\lambda (x,y) \rightarrow y) & \triangleright\triangleright \text{ sg} \triangleright\triangleright \text{ arr } (\lambda (z, (x,y)) \rightarrow (x,z)) & \triangleright\triangleright \text{ returnA}
\end{align*}
\]

The general form for desugaring a statement of the form \(y \leftarrow sf \leftarrow x\) is:

\[
\text{arr } (\lambda x \rightarrow (x,x)) \triangleright\triangleright \text{ first } (\langle\text{glue}\rangle \triangleright\triangleright sf)
\]

First, the input signal is duplicated, as one must conserve the current inputs so that later statements can use them. Note that the input signals here are not only the input signals of the whole signal function, but also the output signals of all the preceding signal functions. For instance, \(x\) is used by both \(sf\) and \(\text{returnA}\). Hence, in the following block:
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```
proc a -> do
  b <- sf <- {a,a}
  c <- sg <- {b,a}
  d <- sh <- c
  e <- st <- {{a, b}, a}
```

the input signals when desugaring the statement for st will have the shape:

```
{d, {c, {b, a}}}
```

One of the duplicated inputs is then fed into the signal function making up the body of the statement. Some ‘glue’ must then filter and rearrange the inputs so that signal function can use them. This glue is routing code, which ghc implements using arr. To desugar the new custom proc-notation, the only thing needed is a way of computing that glue in terms of routers.

In §3.2.3, we mentioned that routers are really transformations on binary trees. Hence, the glue is simply the transformation between the tree representing all the inputs at this point in the network and the tree of inputs expected by the signal function. Below is an algorithm to compute this transformation.

The first step consists of computing the transformation that deletes unused leaves from the initial tree, and duplicates the leaves that appear more than once. In the example above with the input signal:

```
{d, {c, {b, a}}}
```

since the signal function expects:

```
{{b, a}, a}
```

this requires duplicating the a leaf and removing the c and d leaves. This is done by using the duplicating (RouterDup) and deleting routers (DelRout, FstRout and SndRout). Because a signal cannot be produced in multiple sources, it is guaranteed that every signal in the input signal appears uniquely. Performing this transformation is therefore only a matter of counting how many times each signal appears in the desired input, traversing the tree that represents the current input and duplicating or removing a leaf based on how many are needed. There is only one slight caveat: it is important to also make sure that there are enough N-kind signals in the input, as a signal function may rely on this. For the example above, the router generated to perform this transformation is:

```
CompRout DelFst
  (CompRout DelFst
   (AppLeft IdRout)
   (AppRight DupRout))
```
which would yield the following signal, when applied to the input:

\{b, \{a, a\}\}

This now has the correct number of leaves, but these leaves are not in the right order and the signal is not in the right shape. The problem of matching the shape of two binary trees using only tree rotations is well-known (typically, in the context of binary search tree) [139]. Since tree rotations (on the whole tree or on subtrees) can be expressed with routers, the only thing needed is to compute a router that will sort the leaves in the correct order, and then, using rotations, compute a router that matches the shape the signal function expects.

Computing the sorting transformation is fairly complicated. Indeed, it isn't clear how a transformation that exchanges two leaves in a binary tree can be expressed using the operations at our disposal. There is one case where swapping is easy however: when the tree is list shaped, i.e. when for every node, the left branch points to a leaf, and when the leaves that need to be swapped are consecutive. In this case, the transformation is simple: a right-rotation, followed by swapping on the node created on the left, followed by a right transformation. This is illustrated on figure 3.2. This corresponds to the following router:

\[\text{CompRout RightRot} (\text{CompRout Swap LeftRot})\]

To sort a whole list shaped tree, the desugarer can then simply used bubble-sort, since bubble-sort only requires the ability to swap two adjacent elements.

To sort any binary tree is then only a matter of transforming it to a list shaped tree using tree rotations, applying the sorting method devised above and then matching the shape of the tree to the desired shape using tree rotations. In the example above, the input signal was under the form \{b, \{a, a\}\}. This tree is already list shaped, so nothing needs to be done to turn it into a list shaped tree. In the desired input for \(s\), the order of signals \(a, b, a\). To have the same order with the current input requires applying a router to swap the first two leaves, yielding:

\{a, \{b, a\}\}

Then, matching the shape of to \{\{a,b\},a\} can simply be done with a single right-rotation.

The transformations obtained from each step are then composed together in one router that makes the glue. For the example, the final router is therefore given by:

\[\text{CompRout } r1 (\text{CompRoute } r2 r3)\]

where \(r1 = \text{CompRout DelFst} (\text{CompRout DelFst}\)
Chapter 3. Scalable Functional Reactive Programming

(ApplLeft IdRout)
(ApplRight DupRout))

\[ r_2 = \text{IdRout} \]
\[ r_3 = \text{RightRot} \]

This algorithm is not expected to be optimal in any way. In practice, however, one should recall that this transformation runs at compile-time inside \texttt{ghc}, where one can expect programs to be fairly small. In the case of \texttt{frp} networks, this is less than 100 lines (more than what we expect to encounter). Even at around 100 lines, there is no significant difference in compilation times from equivalent \texttt{Yampa} programs. In terms of the optimality of the router being generated, although the transformation produces fairly large ones, simple simplifying pass performing obvious optimisations, such as deleting composition of identity routers, is already enough to obtain a much cleaner result. Regardless, §3.4 will show how routers incur small runtime overhead in \texttt{sfrp}.

3.3.1 — Missing support for feedback at the syntax level

The handling of feedback at the \texttt{proc}-notation syntax level is left as future work, purely for lack of time. Recall that there is no \texttt{loop} in \texttt{sfrp}, only delayed loops, so it is unclear how \texttt{rec} blocks would be desugared.

In \texttt{ghc}, \texttt{rec} blocks are desugared by identifying every signal that appears both as an input and an output, and defining these signals as the ones being fed back. For instance, recall the following example:

\begin{verbatim}
simpleCircuit :: SF a Double
simpleCircuit = proc _ \rightarrow do
  t \leftarrow time \leftarrow ()
  u \leftarrow arr sourceWave \leftarrow t
  rec ur \leftarrow arr (\langle u, uc \rangle \rightarrow u - uc) \leftarrow (u, uc)
  ir \leftarrow arr (\langle r \rangle \rightarrow ur
  let ic = ir
  uc \leftarrow arr (\langle c \rangle \ll \langle integral \ll ic
  returnA \leftarrow uc
  where sourceWave t =
    u0 * sin(2 * pi * f * t + phi)
\end{verbatim}

In the \texttt{rec} block defining that signal function, \texttt{uc} and \texttt{ur} appear as both input and output. Therefore both of them are getting fed back using \texttt{loop}. When they are used as input, \texttt{ghc} makes use of the fed back value. In the example, this would lead to the following partial desugaring of the \texttt{rec}-block in the \texttt{aux} auxiliary signal function:

\begin{verbatim}
simpleCircuit :: SF a Double
simpleCircuit = proc _ \rightarrow do
  t \leftarrow time \leftarrow ()
\end{verbatim}
3.4. Compiling Scalable FRP

Over the previous sections, a new description for signal functions was introduced, making use of signal descriptors to more precisely describe the kind of signals they operate on. The resulting library offers a similar level of expressivity as Yampa but with additional constraints on signals. Great care has been taken to explicitly represent routing and define what interactions between signals of different kinds are allowed. The custom proc-notation allows for clearly and conveniently expressing FRP networks with this library.

In this section, a translation for the precise description of FRP networks previously proposed is presented. Like the compilation methods of synchronous dataflow languages [17], it consists of representing each signal function using one (or several) input references, one (or several) output references and a stepping action that updates the output from the input.

The goal in doing so is to be able to compile away the wiring, now explicitly represented by Router, by only wiring references at the point the network is compiled. Thus avoiding the need to wire values while the networks run. In doing so however, we will wish to retain some of the pleasant properties of the current implementations, outlined in §2.4.4, most specifically self- and dynamic-simplification.
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data SF (i :: SD p) (o :: SD q) where
  Jump :: s → (s → a → (Maybe b, s)) → SF (S a) (E b)
  Edge :: s → (s → a → (Maybe b, s)) → SF (C a) (E b)
  AccumBy :: s → (s → a → s) → SF (E a) (S s)

Arr :: (a → b) → SF (k a) (k b)
Arr2 :: (a → b → c) → SF (k a 'P' k b) (k c)

Tag :: (a → b → c) → SF (E a 'P' C b) (E c)

Switch :: SF a (E c 'P' b) → (c → SF a b) → SF a b
DLoop :: StepSignal c
  ⇒ SDVal c
  → SF (a 'P' c) (b 'P' c)
  → SF a c

IntegralLoop :: Continuous c
  ⇒ SDVal c
  → SF (a 'P' c) (b 'P' c)
  → SF a c

Router :: Router i o → SF i o
(::::::) :: SF a b → SF b c → SF a c
(:::::::) :: SF a b → SF c d → SF (a 'P' c) (b 'P' d)

This section is organized as to guide the reader from a very simple implementation, suitable for static FRP, to implementations of growing complexity as it progresses to support more complicated structures, such as dynamic switching.

Benchmarks will be presented in §3.5 that show a significant improvement in performance compared to YAMPA.

3.4.1 — Signal references

In the same way that the type SDVal defined was defined, it is possible to define the type of references parametrized over a signal descriptor.

data SDRef a where
  CRef :: IORef a → SDRef (C a)
  SRef :: IORef Bool → IORef a → SDRef (S a)
  ERef :: IORef (Event a) → SDRef (E a)
  PRef :: SDRef a → SDRef b → SDRef (P a b)

This type is indeed very similar to SDVal. Note that, as was repeated many times, pairs of signals are represented as two distinct references.
Similar to how the function `routeVal` was used to rearrange a `SDVal` signal representation using a router, a function `routeRef` is defined to rearrange references, with the following type:

\[
\text{routeRef :: } \text{Router} \ i \ o \rightarrow \text{SDRef} \ i \rightarrow \text{SDRef} \ o
\]

In addition, a function `newSDRef` for constructing an `SDRef` and two functions `readSDRef` and `writeSDRef` for reading and writing to an `SDRef` are provided, with the following types:

\[
\text{newSDRef :: } \text{SDVal} \ i \rightarrow \text{IO} \ (\text{SDRef} \ i)
\]
\[
\text{readSDRef :: } \text{SDRef} \ i \rightarrow \text{IO} \ (\text{SDVal} \ i)
\]
\[
\text{writeSDRef :: } \text{SDRef} \ i \rightarrow \text{SDVal} \ i \rightarrow \text{IO} \ ()
\]

Their definition is given below:

\[
\text{readSDRef :: } \text{SDRef} \ i \rightarrow \text{IO} \ (\text{SDVal} \ i)
\]
\[
\text{readSDRef} \ CRef \ r = \text{do}
\]
\[
v \leftarrow \text{readIORef} \ r
\]
\[
\text{pure} \ (\text{CVal} \ v)
\]
\[
\text{readSDRef} \ SRef \ r = \text{do}
\]
\[
v \leftarrow \text{readIORef} \ r
\]
\[
\text{pure} \ (\text{SVal} \ v)
\]
\[
\text{readSDRef} \ ERef \ r = \text{do}
\]
\[
v \leftarrow \text{readIORef} \ r
\]
\[
\text{pure} \ (\text{EVal} \ v)
\]
\[
\text{readSDRef} \ PRef \ p \ q = \text{do}
\]
\[
pv \leftarrow \text{readSDRef} \ p
\]
\[
qv \leftarrow \text{readSDRef} \ q
\]
\[
\text{pure} \ (\text{PVal} \ pv \ qv)
\]

Using `readSDRef` and `writeSDRef`, a function `syncSDRef` that reads the values in the `SDRef` passed as the first argument and writes it into the reference in the second argument is also defined:

\[
\text{syncSDRef :: } \text{SDRef} \ i \rightarrow \text{SDRef} \ i \rightarrow \text{IO} \ ()
\]
\[
\text{syncSDRef} \ ir \ or = \text{do}
\]
\[
iv \leftarrow \text{readSDRef} \ ir
\]
\[
\text{writeSDRef} \ or \ iv
\]

3.4.2 — Compiling static signal functions

Let’s start by considering a compilation function only for simple static signal function. There are two sensible signatures for this function:

— either the compilation function receives both an input and an output reference and produces the stepping action:

\[
\text{compile :: } \text{SF} \ i \ o \rightarrow \text{SDRef} \ i \rightarrow \text{SDRef} \ o \rightarrow \text{IO} \ (\text{IO} \ ())
\]
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— or the compilation function only receives the input reference and produces both the output reference and the stepping action:

\[
\text{compile} :: \text{SF} \rightarrow \text{SDRef} \rightarrow \text{I0} (\text{SDRef} o, \text{I0} () )
\]

Here, the stepping action is simply of type \( \text{I0} () \). When executed, it advances the state of the network by one step and updates the output reference accordingly. Executing it many times advances the network by that many steps.

In this simple case, the second \text{compile} function is more interesting. Indeed, passing both input and output references forces the stepping action to update the content of the output reference at each time step. But precisely some signal functions, most notably routers, do not need to perform that action, if the input reference is routed from the output reference. Using the second formulation, it is possible to compile a \text{SFRouter} signal function like so:

\[
\text{compile} (\text{SFRouter} \text{ router}) \text{ ir} = \text{pure} (\text{routeRef} \text{ rr} \text{ ir}, \text{pure} ())
\]

At runtime, the stepping action for this signal function has nothing to do! By virtue of the output reference being derived from the input reference, and thus being automatically ‘synchronized’ with the input reference. This formulation also allows for the arrow combinators to be quite neatly expressed, like serial composition:

\[
\text{compile} (\text{sf} : : : > > > : \text{sg}) \text{ ir} = \text{do}
(\text{orf}, \text{stp}r_{\text{SF}}) \leftarrow \text{compile} \text{ sf ir}
(\text{or}, \text{stp}r_{\text{SG}}) \leftarrow \text{compile} \text{ sg orf}
\text{pure} (\text{or}, \text{stp}r_{\text{SF}} \gg \text{stp}r_{\text{SG}})
\]

\( \gg \) is the sequencing operator for two \text{I0} actions. Notice how the output reference of \text{sf} can be reused as the input reference of \text{sg}, as one would expect. Note that some of the simplifications outlined in §2.4.4 can be implemented in this function, albeit not all. For instance, the composition of two \text{ar} defined functions can still be optimised to a single \text{ar}, like so:

\[
\text{compile} (\text{Arr f} : : : > > : \text{Arr g}) = \text{compile} (\text{Arr (g . f)})
\]

However, when the handling of dynamism will be discussed in the next section, ways of simplifying dynamic networks will also be necessary. Similarly, the parallel composition also benefits from the more precise representation:

\[
\text{compile} (\text{sf} : : : : : \text{sg}) (\text{PRef ir1 ir2}) = \text{do}
(\text{or1}, \text{stp}r_{\text{ir1}}) \leftarrow \text{compile} \text{ sf ir1}
(\text{or2}, \text{stp}r_{\text{ir2}}) \leftarrow \text{compile} \text{ sg ir2}
\text{pure} (\text{PRef or1 or2}, \text{stp}r_{\text{ir1}} \gg \text{stp}r_{\text{ir2}})
\]
The dispatching of the input and output references to both subordinate
signal functions can be done at the compilation step, and there is no
need to repeat the process at each iteration.

Working in an imperative context allows for some things that the
continuation-based interface allowed for, most notably maintaining
state, simply by using references. For instance, compiling the stateful
signal function `AccumBy` is done like so:

```plaintext
compile (AccumBy init acc) (ERef r) = do
  cr ← newIIOref True
  sr ← newIIOref init
  let step = do
      evt ← readIIOref r
      case evt of
        Nothing →
          writeIIOref cr False
        Just s → do
          a ← readIIOref sr
          let a' = acc s a
          writeIIOref cr True
          writeIIOref sr a'
          pure (SRef cr sr, step)
```

3.4.3 — Handling dynamic changes

Dynamic change is the biggest difficulty when generalising the pro-
posed scheme. While it is possible to implement switching using the
simple `compile` function, it would lead to space- and time-leaks in lots
of cases. To see this, consider the following implementation of `compile`
for switch. Its principle is simple: since both the output reference and
the stepping action will change while the switch runs, what the cur-
rent output reference and what the current stepping action are can be
maintained within references of their own. The stepping action for the
whole switch then runs the stepping action for the currently active sig-
nal function by retrieving it from the reference and retrieves the output
value by retrieving first what the current output reference is, and then
getting the output value from it. This is illustrated by the following
code:

```plaintext
1 compile (Switch sf next) ir = do
2   (PRef firstOutRef (ERef evtRef), firstStepper) ←
3     compile sf ir
4   outRef ← newIIOref or
5   stepperRef ← newIIOref firstStepper
6   switchOr ← newSDRef ≪≪ readSDRef or
7   let switchStepper = do
8     stepper ← readIIOref stepperRef
```
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stepper

evt ← readioref evtref

case evt of

Nothing → do

currentoutputref ← readioref switchor

corefsyncsdrf currentoutputref switchor

Just c → do

(nextoutputref, nextstepper) ← compile (next c) ir

writeioref outputref nextoutputref

writeioref stepperref nextstepper

writeioref evtref Nothing

switchstepper

pure (switchor, switchstepper)

On line 2 and 3, the first signal function to run is compiled. This produces an output reference firstoutputref, an event reference eventref and a stepping firststepper. On line 4, the reference outputref of type IORef (SDRef o) is allocated and contains initially firstoutputref. Similarly, stepperref of type IORef (IO ()) contains the firststepper for the signal function. The output reference for the whole switch, switchor, of type SDRef o is then created and contains the initial value of firstoutputref. With these, it’s possible to construct switchstepper, the switch’s stepping action. switchstepper starts by retrieving the stepping action from the currently running signal function and runs it (line 8 and 9). Then, it checks whether an event occurred: if not (line 12), it retrieves the current output reference and uses its content to set the content reference for the switch’s output reference switchor; if an event occurred (line 15), it then compiles the next signal function (by applying the continuation next to the value carried by the event), which gives a new output reference and a new stepper. These are used to set the content of the outputref and stepperref. Since the only action ever writing to eventref is firststepper, and that action will never be run again, eventref must be set to contain Nothing (line 19), otherwise it will forever contain an event value and switchstepper will always switch a. Finally, since switching is instantaneous, switchstepper runs itself again so that it can run the newly computed stepper.

Unfortunately, this implementation has a subtle, but fatal, flaw. A common pattern in Yampa is to have switches switching back on themselves (or generally on another switch). This is the case for instance when defining the bouncing signal function, which models an object in free fall bouncing on the ground. The full definition was given in §2.3.3, but essentially boils down to the following, since the definition of bounceAux is irrelevant here:

bouncing (y0, v0) = switch bounceAux bouncing

\[ a. \text{Alternatively, one could make sure that } \text{switchstepper does not read the value of } \text{eventref after a switch occurred.} \]
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What happens when bouncing is ran after having been compiled with the method above? Initially, the switchOr reference contains a reference to the output reference of bounceAux and similarly, stepperRef contains a reference to the stepping action for bounceAux. After the first switch however, switchOr now contains a reference to the output reference of the new instance of bouncing and similarly for stepperRef. When the switchStepper actions runs for the outermost switch, it has to dereference its stepperRef, runs the action it contains, which is also the stepper for a switch, which will dereference its own stepperRef. A similar chain of operations also exist for setting the output reference of the outermost switch. As bouncing keeps switching, this chain becomes longer: leading both to a time-leak and a space-leak (since there are more and more references being kept alive in memory).

The two problems that need solving are therefore the problem of having variable output references, and variable stepping actions. This is the subject of the next two sections.

3.4.3.1 — Changing output references There are two fixes to the problem of varying the output references. The first one is to introduce a notion of variable references. Instead of using IORefs directly in SDRef, we could use a type like so:

```haskell
data Ref a = FixRef (IORef a) 
               | VarRef (IORef Bool) (IORef (Ref a))
```

A reference is either a fixed reference or a variable reference, pointing on another reference. In the latter case, there is also a reference on a Boolean flag that, when True, indicates that the variable reference will always point to the same Ref: it has become non-variable. This means that it has become an unnecessary indirection and can be ‘skipped’: another variable reference pointing to it can simply point at the next one. This can be implemented in the function reading or writing to the reference and is simply a form of path compression, like what is typically done when implementing type-checkers with destructive unification [49] or in implementations of union-find data structures [2]. Using such a variable reference in bouncing allows for the output (variable) reference of the outermost switch to always refer to the output (variable) reference of the innermost switch, itself directly pointing at the output reference of bounceAux. This brings down the number of indirections between signal references to a constant amount and, if bouncing is used within another signal function, its variable reference may also be skipped.

This technique has the advantage of allowing to not change the signature of the compile function. The only downside is added indirection to access the content of references a. Another solution, which is pursued here, is to instead keep the type of references unchanged, but modify the compile function. Recall in §3.4.2 that another signature

---

49. Duggan et al., ‘Explaining Type Inference’. 1996
2. Aho et al., Data Structures and Algorithms. 1983

a. In practice, this extra complexity shows in terms of performance. Benchmarking showed that reading from an IORef is 2 times faster than reading from a FixRef. Reading from a VarRef pointing to a VarRef pointing to a FixRef, like what happens with a recursive switch, is 4 times slower than reading from an IORef. The machine on which the benchmarks were run was the same machine used for the benchmarks in §3.5 using the same benchmarking library.
for the compile function was considered where both the input and output reference were passed in, and the compile function only produced a stepping action. While it is not practical to do so in general, as it neutralizes the benefits of making routing explicit, this is not generally a good solution, because of routing, it is a good solution for switching. Indeed, providing the output reference to the compile function allows to share it between the initial signal function that the switch runs and the function that the switch computes after an event occurred. There is no need for doing any synchronisation between several references and nothing special has to happen at switching time with regard to the output reference of the switch. The solution therefore, is to make a compromise by optionally passing the output reference to the compilation function, that will optionally produce the output reference. The following type would suffice:

\[ \text{SDRef } i \rightarrow \text{Maybe (SDRef } o) \rightarrow \text{IO (Maybe (SDRef } o), \text{IO ()}) \]

However, it would be better to encode the relation that when one of the \text{Maybe (SDRef } o) \text{ is Nothing, then the other must be Just.} This constraint can be encoded in \text{GHC's type system, with the same tools that were used to constrain signals. Let's introduce a tagged-optional type that witnesses with a type-level Boolean which constructor it is made from:}

\begin{verbatim}
data Opt (b :: Bool) a where  
  None :: Opt False a  
  Some :: a \rightarrow Opt True a
\end{verbatim}

Type families [38, 39] are type-level functions that are treated as synonyms by \text{GHC's type-checker.} This allows to define a type-level \text{Not} function:

\begin{verbatim}
type family Not (b :: Bool) :: Bool where  
  Not False = True  
  Not True = False
\end{verbatim}

and use it to encode the desired invariant:

\text{compile} :: \forall b. \text{SDRef } i 
\rightarrow \text{Opt b (SDRef } o) 
\rightarrow \text{IO (Opt (Not b) (SDRef } o), \text{IO ()})

When passing no output reference to compile, with the \text{None} data constructor, this causes \text{b} to be unified to \text{False} and \text{Not b} to be unified to \text{True.} Hence the output of compile must be of type \text{Opt True (SDRef } o), which is necessarily constructed from the \text{Some} data constructor and must contain an output reference. And vice-versa when an output reference is passed to the compile function, no output reference can be produced by it.

---
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compile must work in both cases. Consider the implementation of
the compilation of a router with this type. In the case where no output
reference is passed, then the references can be routed like they were
originally; however, in the case where an output reference is given, it
will be necessary to synchronize both references at runtime:

\[
\text{compile (SFRouter } rr \text{) ir } \text{None} = \\
\text{pure (Some (routeRef } rr \text{ ir), pure ()})
\]

\[
\text{compile (SFRouter } rr \text{) ir (Some or) = } \\
\text{pure (None, syncSDRef (routeRef } rr \text{ ir) or})
\]

A possibly simpler solution could have been to have two compile
functions: one where the output reference is provided and one where
it is not. However, having a single function is advantageous as in many
cases the code for the compile function is identical in both cases. The
present approach avoids duplicating this code. For instance, serial
composition can be compiled without knowing if it has been passed
an output reference:

\[
\text{compile (sf } :: \text{ ss g) ir or = do} \\
\text{(Some orf, stprF) } \leftarrow \text{ compile sf ir None} \\
\text{(nor, stprG) } \leftarrow \text{ compile sg orf or} \\
\text{pure (nor, stprF } \gg \text{ stprG)}
\]

Like in the simpler setting, it is possible to reuse the output reference
of the first signal function as the input to the second.

The definition of switch in this new setting will be given in the next
section, after the problem of representing variable stepping actions ef-
ciently has been addressed.

3.4.3.2 — Changing stepping actions

So far, the type of stepping actions
has been limited to \text{IO ()}. To solve the problem of variable stepping
actions, a type of steppers is introduced which allows for the existence
of variable stepping actions, which are actions that return a new stepper
to execute at the next time step:

\[
data \text{ Stepper } = \text{FStpr (IO ()}} \\
\text{ | VStpr (IO Stepper)}
\]

Some functions to execute steppers are given below, also returning
the stepper to execute at the next step:

\[
\text{execStepper :: Stepper } \rightarrow \text{ IO Stepper} \\
\text{execStepper (FStpr stpr) } = \text{ stpr } \gg \text{ pure (FStpr stpr) } \\
\text{execStepper (VStpr vstpr) } = \text{ vstpr}
\]

and to sequence two steppers:
seqStepper :: Stepper \rightarrow Stepper \rightarrow Stepper
seqStepper (FStpr s1) (FStpr s2) = FStpr (s1 >> s2)
seqStepper (VStpr vs1) (FStpr s2) = VStpr $ do
    s1 <- vs1
    () <- s2
    pure (seqStepper s1 (FStpr s2))
seqStepper (FStpr s1) (VStpr vs2) = VStpr $ do
    () <- s1
    s2 <- vs2
    pure (seqStepper (FStpr s1) s2)
seqStepper (VStpr vs1) (VStpr vs2) = VStpr $ do
    s1 <- vs1
    s2 <- vs2
    pure (seqStepper s1 s2)

Note how, in the case of a variable stepper, the recursive call to seqStepper allows the simplification of the stepper as parts of the network evolve over time, exactly how the continuation-based embedding allowed for such simplifications. In the same spirit, it would be possible to extend the Stepper type with additional constructors to represent steppers for applications of arr or the identity signal functions to open up more dynamic optimisation opportunities. The latter can also be used also to denote steppers that do nothing, like the ones needed for routers.

With this new machinery and the new way references are handled from the previous section, switch can be implemented in the following way:

compile (Switch sf mknext) ir or = do
    (Some (PRef orf (ERef evtRef)), stprSF) <- compile sf ir None
    let switchStpr stpr = VStpr $ do
        stpr <- execStepper stpr
        evt <- readIORRef evtRef
        case evt of
            Nothing -> pure (VStpr (switchStpr stpr))
            Just c -> do
                (None, stprNext) <- compile (mknext c) ir (Some orf)
                stprNext <- execStepper stprNext
                pure stprNext
    case or of
        None -> pure (Some orf, switchStpr stprSF)
        Some or -> do
            let updateRef = readSDRef orf >>= writeSDRef orf
                stpr = seqStepper (switchStpr stprSF) (FStpr updateRef)
            pure (None, stpr)
3.5. Evaluation

In this section, SFRP is evaluated. Both in terms of ease of use compared to Yampa and in terms of performance, to verify that the scalability objective is attained. The implementation can be found on Gitlab\(^a\).

3.5.1 — Ease of writing

In order to evaluate how different SFRP and Yampa are from a user perspective, a modified version of the game Flappy bird written using Yampa\(^b\) was modified to use SFRP\(^b\).

For a large part of the code, the port was as straightforward as the port of the falling object example from §3.3, mostly a matter of surrounding the code written in proc-notation by quasi-quote brackets.
and modifying the few parts where the syntax is different. The only difficult point was handling inputs to the network. The original game used, as is common, a record of several fields, essentially containing information coming from the Graphical User Interface (GUI) such as the mouse position, mouse clicks, etc. In the new setting, this record is a collection of heterogeneous signals: the mouse position is a continuous signal while the mouse clicks are events. However, the only collection of signals SFRP supports is nested-pairs. The choice was then between getting rid of the input record in favour of nested pairs of signals, which is inelegant and tedious to write or read; or slightly ‘lying’ and keeping the input record as a continuous signal (even if its components are not all continuous signals) and writing accessor signal functions that convert each field into the relevant signal with the right kind. The latter solution was used in this case.

Flappy bird, being a light game, did not directly benefit from an increase in performance from SFRP, since the GUI was, by far, the bottleneck. Turning off the GUI, we were able to measure that, although the YAMPA version was already running at a respectable 30,000 iterations per second, the SFRP version was running at 90,000 iterations per second, thus a three-fold improvement. This particular measurement was done on a PC with a 4-core Intel i3-7100T @ 3.40 GHz with 8 GB of memory.

3.5.2 — Precise performance measurements

To test the relative performance of SFRP and YAMPA in a more meaningful and systematic way, networks with various sizes and characteristics were auto-generated. These networks, in their YAMPA and SFRP versions, were then benchmarked using the Criterion library¹.

3.5.2.1 — Random network generation

The networks were generated in proc-notation from a little dedicated HASKELL program. Doing so is much easier than generating networks in ‘combinator form’ and allows to measure the hidden impact of wiring resulting from the proc-notation desugaring over the network in a clearer way.

The generated network has one input and one output, both continuous signals of doubles as are all intermediate signals in the network. Using continuous signals means that their representation is not optimized in any way, unlike step signals, meaning that any improvement over YAMPA can be attributed to the difference in routing. The generator makes sure that every signal is used at least once in the computation of the output, as to not have parts of the network removed. The network is made of three basic blocks: integrals, with one input and one output; sums and negations of two input signals in one output and switches, with one input and one output and a subnetwork.

The network is generated with a target size. Each block counts for 1 except for switches, that count for the size of their subnetwork.

¹. http://hackage.haskell.org/package/criterion
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b. If a switch should switch every \( n \) iterations on average, the noise is chosen between \( \pm \min(10, \frac{n}{2}) \).

a. This amount of memory was not necessary to run the benchmarks, but to compile them, as it seems \texttt{ghc} is very memory hungry when it encounters programs with large literals, as is the case with these auto-generated networks.


The generator controls the proportion of switches as well as the average number of iterations at which a switch should occur. It also makes sure that not all switches switch in the same iteration by adding some random noise to the number of iteration a switch should switch after \( b \). When a switch is generated, a subnetwork is generated with a size randomly chosen between 1 and the target size of the network it is in. The switch switches back on itself when an event occur (like bouncing). This is both in order to model a very common pattern in this kind of programs and to prevent switches from disappearing entirely from the network, leading to dynamic simplifications. An example for a generated network is given in figure 3.5.

Once a network has been generated, the time taken for it to run 100,000 iterations is benchmarked, with \texttt{sfrp} and \texttt{Yampa}. The measurements were done on a PC with a 8-core Intel Xeon W-2123 @ 3.60 GHz and 32 GB of memory \( a \). Results are presented in figure 3.6. The graphs show the average time a network of a given size has taken to execute 100,000 iterations for each library. The average is taken over 1000 trials. Each trial attempts to average out measurement artifacts, such as the computer’s clock precision, potentially by running the program to benchmark several times [113]. The ratio of the speedup of \texttt{sfrp} network over the \texttt{Yampa} network is plotted on the same graph, as the ratio of the two average running times. The general observation is that \texttt{sfrp} is significantly faster in all cases, except in one, rarely encountered in practice, where it is on par with \texttt{Yampa}.

3.5.2.2 — Performance of static networks

Benchmarks for static networks (with no switches) can be found in figure 3.6a. They show that networks are consistently faster when using \texttt{sfrp}, by an order of magnitude for networks of size larger than 10. This confirms that wiring is a major cost in \texttt{Yampa} compared to \texttt{sfrp}. In particular, one can observe that \texttt{Yampa}’s running time is quadratic in the size of the network, while \texttt{sfrp}’s is linear.

This can be explained by the following observation: as the network grows, the number of combinators introduced for the purpose of wiring grows linearly, since there has to be at least one per \texttt{proc}-notation. But, the work these routers perform also grows linearly, since there is a linearly increasing number of signals to route. This observation will be confirmed in §3.5.2.4, which will focus on the cost of switching on \texttt{sfrp} and shows that it exhibits the same behaviour when it has to switch on large networks.

3.5.2.3 — Evaluation of performance with the number of switches

Figure 3.6b and 3.6c show two of the benchmarks for networks that were generated with respectively 10% and 25% of each statement being a switch and then run by triggering each switch every 50 iterations on average. These benchmarks, by their very nature cannot be used to precisely predict a trend. Indeed, only the proportion of switches in the net-
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goYampa = proc a -> do
  b <- arr (uncurry (+)) <- (a,a)
  c <- sw1 <- b
  h <- sw2 <- c
  o <- integral <- b
  p <- arr (uncurry (+)) <- (h,h)
  q <- integral <- b
  r <- arr (uncurry (-)) <- (b,c)
  s <- arr (uncurry (+)) <- (p,p)
  t <- sw3 <- s
  w <- integral <- h
  x <- arr (uncurry (-)) <- (c,p)
  y <- arr (uncurry (+)) <- (x,w)
  z <- arr (uncurry (+)) <- (r,t)
  aa <- arr (uncurry (-)) <- (y,z)
  bb <- arr (uncurry (-)) <- (aa,q)
  cc <- arr (uncurry (+)) <- (o,o)
  dd <- arr (uncurry (+)) <- (bb,bb)
  ee <- arr (uncurry (+)) <- (cc,dd)
  returnA <- ee

where trigger stop = proc _ -> do
  t <- integral <- 1.0
  evt <- up <- t - stop
  returnA <- evt

sw1 = switch (fun1 && trigger 6) (const sw1)
fun1 = proc ff -> do
  d <- integral <- ff
  e <- arr (uncurry (+)) <- (d,d)
  f <- integral <- ff
  g <- arr (uncurry (+)) <- (f,e)
  returnA <- g

sw2 = switch (fun2 && trigger 12) (const sw2)
fun2 = proc gg -> do
  i <- arr (uncurry (-)) <- (gg,gg)
  j <- arr (uncurry (-)) <- (gg,i)
  k <- integral <- gg
  l <- integral <- i
  m <- arr (uncurry (+)) <- (j,k)
  n <- arr (uncurry (-)) <- (l,m)
  returnA <- n

sw3 = switch (fun3 && trigger 7) (const sw3)
fun3 = proc hh -> do
  u <- arr (uncurry (+)) <- (hh,hh)
  v <- arr (uncurry (+)) <- (u,hh)
  returnA <- v

Figure 3.5: Example Yampa signal function generated for benchmarking

This particular network was generated with a target size of 25 statements, with a proportion of switches of 10%, switching on average every 10 iterations. The trigger signal function is in charge of triggering an event after a certain time as elapsed by integrating a signal of slope 1. The network has been simplified by hand to make it readable.
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The example program in figure 3.5 gives another illustration of that phenomenon. Even though it has, in total, around 30 statements, there are at most 19 signals to wire together in the main signal function.

Work is controlled, not the size, which is picked randomly between just one statement and the target size. However, as the number of switches increases, the gain from using SFRP consistently shrinks. Not only because SFRP becomes slower, but also because YAMPA becomes faster.

The reason for this gain is quite subtle, and has to do with the fact that, when a network contains a switch, its structure is simpler with regard to routing. This is eminently beneficial to YAMPA but not particularly to SFRP. Consider the case of a network of size $n$, without switches. To produce its output, it must wire all $n$ signals together. Now consider a network of the same size, but made of two switch blocks, each of size $\frac{n}{2}$. Since each switch is made to take one input and produce one output, to produce their output, both subnetworks must wire $\frac{n}{2}$ signals, and then the two output signals must be wired together. Since the cost of routing is quadratic in the size of the network, it is more efficient to do the latter that the former, as witnessed by the benchmark results.

This is also why YAMPA exhibits somewhat better behaviour in practice than in the first benchmarks, since most networks are made in a modular fashion, from small networks linked together, the overall cost of routing is reduced. However, the performance advantage of using SFRP is always significant. It can only increase as the network grows in size, remaining constant at worse.

3.5.2.4 — Evaluation of the cost of switching

To get a more meaningful idea of the cost of switch, it is more interesting to study networks in a different form. Instead of networks containing some switches, it is easier to generate a purely static network and enclose it in a switch, switching at a certain rate. By that we mean that, if the generated network is $n$, the network we benchmark is of the form:

$$n' = \text{switch}(n \&\& r) (\_ \rightarrow n')$$

where $r$ is the signal function generating the event for the switch to occur. Some results are shown in figure 3.7. Unlike in the previous case, the switch is made to switch at a set time, since there is only one, there is no point in preventing several switches from switching at the same time.

Overall, YAMPA does not suffer a lot from having to handle infrequent switching events. There is no significant difference in runtime whether a switch occurs every 50 iterations (figure 3.7a), 10 iterations (figure 3.7b) or when no switch occur at all (figure 3.6a). After all, switches from the point of YAMPA are not very different from other signal functions. This is not the case for SFRP which significantly slows down when switches get more frequent. This is expected since its main advantage resides in avoiding the cost incurred with routing, which must be paid every time there is a switch. In the extreme case where a switch occurs at every iteration (figure 3.7c), SFRP is as slow as YAMPA and clearly exhibits the same quadratic time complexity in the size of

---

\[ a \text{. The example program in figure 3.5 gives another illustration of that phenomenon. Even though it has, in total, around 30 statements, there are at most 19 signals to wire together in the main signal function.} \]
the network. This confirms that routing is the cause of the quadratic behaviour: since SFRP is forced to compile a new network at every iteration, it must route references at every iteration, much like YAMPA does normally. Fortunately, networks written this way are rarely seen in practice and remain small.
Figure 3.6: Benchmark results for arbitrarily generated networks. Average runtime and speedup over 100,000 iterations

(a) No switches

(b) Networks where 10% of nodes are switches, switching every 100 iterations

(c) Networks where 25% of nodes are switches, switching every 100 iterations
Figure 3.7: Benchmark results for networks with a single switch enclosing an otherwise switchless network. Average runtime and speedup over 100,000 iterations.

(a) Switching every 50 iterations

(b) Switching every 10 iterations

(c) Switching every iteration
Figure 3.8: 3-dimensional visualisation of the dependency between size, switching frequency and speedup
Related works & conclusions

4.1 — RELATED WORK

4.1.1 — Causal modelling languages

SIMULINK  SIMULINK [96] is a graphical block-diagram environment embedded within MATLAB, first introduced in 1984. It is widely used in industry, where it is a standard tool for the design of embedded control systems [19]. The numerical simulation capabilities of SIMULINK are meant both as a help for designing the model, and as a tool for checking the validity of generated code from the model. SIMULINK suffers from several shortcomings. It is based on fairly weak semantics foundations, which make it easy to write nonsensical models or whose meaning is unclear. While some will result in runtime errors, which in this case is the lesser evil, many will simply produce erroneous results [21]. SIMULINK also uses graphical rules to determine the meaning of otherwise ambiguous models: this means that the meaning of a model can depend on the coordinates of a block on the diagram and not only on the topology of the diagram [133].

ZÉLUS  ZÉLUS [20] is a synchronous language conservatively extended with ode. It descends from LUCID SYNCHRONE [124], from which it inherits support for higher-order functions. Its approach as a hybrid language heavily influenced the design of SFRP. ZÉLUS imposes a strict boundary between the synchronous (discrete) world and the continuous world, which is checked at compile-time through a type-system [10]. It is built on strong semantics foundations [12] based on non-standard analysis [130]. The intention of ZÉLUS is, like SIMULINK, to provide a unified framework for the conception of discrete systems (such as control systems), using the synchronous dataflow part of ZÉLUS, and the simulation of these systems in their environment, modelled with differential equations. As such, ZÉLUS is more oriented towards safety than expressivity, like synchronous languages in general. For instance, it doesn’t support unbounded structural dynamism, since it would make it impossible to generate code with strong memory and timing guarantees.

PTOLEMY  PTOLEMY[53] is a modelling environment based on an actor-oriented paradigm. In PTOLEMY, a model consists of a set of actors which execute concurrently and interact together through a given set of rules called a domain. The choice of domain dictates, among other things, the model of time used by the model, either discrete or continuous [144]. What is interesting is that different domains, with
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different notions of time (and even different requirements for the rate of change of time) can also be made to interact, creating heterogeneous models. To support this, Ptolemy uses multiform time, which allows for the passing of time at different rate across multiple domains, while still providing a globally coherent notion of time. Particularly relevant to hybrid modelling languages is Ptolemy’s representation of infinitesimal time-steps, with the notion of superdense time. Superdense time allows to divide an instant in time into many microsteps. Each microstep takes an infinitesimally short time to pass but they can still be ordered in time. This was used to propose a formal approach at defining the semantics of hybrid modellers [91].

4.1.2 — Functional Reactive Programming approaches

Push-pull FRP Elliott, in his 2009 paper [55], revisits FRP. He provides a modernised monadic and applicative interface, but the main motivation is to resolve the tension between supporting continuously changing values efficiently, which calls for a pull-based implementation, and events, which calls for a push-based implementation. Push- and pull-base refer to the way the network runs to produce results: push-based implementations wait for an event to be produced as an input, and produce a result that pushes through the network; while pull-based wait for a result to be demanded by the user of the network and work backward through the network to produce it. The answer is to combine both, and the paper achieves this through an elegant derivation from a denotational semantics. However, the basic behaviours are represented by piece-wise constant behaviours (like the step signals of sfrp) with overlaid known functions, accounting for the behaviour between the points of discrete changes. For example, the time behaviour is in essence a single step with an overlaid identity function. This means that the basic behaviours cannot account for the case where the behaviour is not predictable until the next discrete change, such as is the case with integration (in general). A separate interface is provided for this kind of behaviour, but the paper does not give many details and it is thus difficult to comment on the efficiency. It is also unclear to what extent feedback is supported as the paper does not provide the required primitives, neither for behaviours nor for events. As to the implementation, it relies on an ‘unambiguous choice’ operator that works by spawning threads, using unsafePerformIO to provide a pure interface, and then picking the first available result. The specific setup is such that this indeed is safe and does not violate referential transparency. The implementation is thus very different from that of sfrp, and its ultimate efficiency hinges on how well the runtime can handle lots of light-weight threads and how efficiently the sophisticated machinery required to keep everything pure from a user perspective can be compiled. In contrast, the code that ultimately is executed when sfrp programs are run is in essence just conventional, single-threaded.
imperative code. The paper does not provide any performance evaluation.

**Stream-based FRP** Patai [118, 119] proposes a representation of reactive programs as infinite streams of values, where streams are constructed using stream generators in a way that make them suitable to be represented as an stepping action in the \( \text{IO} \) monad, the elements of the stream being produced by repeatedly performing the action. The implementation retains a high degree of dynamicity, as streams can be higher-order and recursively defined, to account for feedback for instance. By nature, there is no notion of continuous time in this implementation. Behind the scenes, the implementation is imperative.

A stream network is constructed, where streams may depend on others in arbitrary ways. Carefully coordinated sampling and updating is then carried out, with each stream being represented by an imperative variable that indicates that the stream either is being ready to be sampled, or that it has been sampled, along with its current value, to ensure the results of computations are shared and break cycles. The traversal of this graph at each time step thus amounts to dynamic scheduling of the computations, unlike in sFRP where sequential code for reading and writing the imperative signal variables in an appropriate order is constructed once and for all.

**Ultrametric FRP** Krishnaswami and Benton [87] propose a denotational semantics for reactive programs represented as programs over streams, like in Patai’s work. Also like Patai’s work, time is discrete. The authors propose a language abiding to this semantics and an efficient translation to a low-level imperative dataflow graph that preserves the high-level semantics. The dataflow graph is a network of imperative references containing thunks over streams. The evaluation of these thunks is dynamically scheduled as the values of the head of each stream is required. Upon evaluation, each references is updated to point to a new thunk to the tail of the stream. The flexibility of the stream representation means that dynamic higher-order recursive FRP programs can be expressed in this setting. However, unlike Patai’s work, the well-foundedness of recursively defined streams as well as the causality is guaranteed.

**FRPNow!** Ploeg and Claessen [123] propose a new monadic FRP interface, close to the original FRP interface, that by careful construction rules out space leaks and allows monadic \( \text{IO} \) actions to be performed directly from FRP code. They give a denotational semantics and derive an implementation from this, proving that the stated freeness from leaks indeed holds. While the interface provides both behaviours and events, the value of a behaviour can only change at discrete points in time, by switching, and the only assumption regarding time is that there is a total order between time points. Behaviours in this
system are thus akin to step signals: there is no direct support for continuous signals in the sfrp sense. Feedback is limited to behaviours. The implementation is effectful, using Haskell’s IO monad. Imperative variables are used to share the latest version of events and behaviours, with unsafePerformIO used to ensure that those variables are properly shared even though the provided interface is pure, not mentioning the IO context. IO actions generating primitive events are spawned using threads, and the resulting events are batched into so called rounds to give the illusion of IO actions not taking any time. The system keeps track of what computations are ready to run in response to primitive or derived events, ensuring they are run as soon as possible but at most once. Also, computations of which results are no longer needed and that have no observable side effects are also removed. The scheduling of computations is thus done dynamically, and the overhead for frequently changing signals is consequently substantial. Again, we note that this is different from sfrp where the scheduling is done statically.

Causal commutative arrows Causal Commutative Arrows (cca) [152] are a particular class of arrows that can be put into causal commutative normal form, meaning either a pure function or a single loop containing one pure function and one initial state value. Use of causal commutative arrows has been shown to lead to great improvements in performance over the continuation-based representation presented in §2.4, in part by using an imperative representation. In this representation, the actions modifications to the internal state are scheduled statically, however it does not tackle the problem of wiring in the way we do, which remains fully dynamic. Note that, although feedback is supported, it always come with an implicit delay. Unlike sfrp or Yampa, cca do not support dynamic changes to the network structure.

Reactive Banana Reactive Banana [4] is a first-class frp library, oriented around programming an event network between signals, which is then compiled into a stepping action. Although Reactive Banana supports notionally continuous behaviours, the implementation is completely event driven, meaning the network only steps forward when an event occurs. Reactive Banana networks can be dynamic in a way similar to other implementations, by having events carrying new behaviours to switch to.

4.2 — Future work and conclusions

This work showed how the performance of arrowized frp programs could be greatly improved by making use of an imperative representation, similar to how synchronous dataflow languages are compiled, and helped by a precise type-level description of a network. Quantitative evidence of this improvement was presented. The approach is also mature enough to, in many cases, be used as a (mostly) drop-in replacement for Yampa.
The current implementation of sfrp is however lacking in some respects compared to Yampa. In particular, sfrp does not yet support collection-based switches and ‘freezing’ of running signal functions [110]. Also, the arrow $\text{\texttt{loop}}$ combinator for feedback is not fully supported. The problem here is that $\text{\texttt{loop}}$ calls for an instantaneous feedback edge which makes static scheduling more difficult. In principle this can be solved by analysing the dataflow graph: there must be some decoupling somewhere in a feedback loop to make it well-defined, but the decoupling need not necessarily be along the back edge itself. The solution used here, to have the feedback signal always decoupled through a delay, is quite pragmatic and also fairly common. Indeed, many of the systems considered in the section on related work also do not support instantaneous feedback edges for various reasons.

The new interface of sfrp makes it amenable to other implementation techniques, such as compilation to lower level languages (either ahead-of-time or just-in-time); and opens the door to use more advanced integration techniques. Since this was not the original goal of this work, which was focused on providing better performance, this has not yet been investigated, but would provide a very exciting research avenue for future work.

Finally, to further improve the scalability, it would be interesting to explore systematic incremental evaluation. As discussed briefly in section 2.4.5, the sfrp implementation has an appropriate structure, thanks to direct communication between producers and consumers through shared variables.
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Part II

Modular compilation for Functional Hybrid Modelling
Introduction to non-causal modelling

The previous part focused on work done on causal modelling languages and causal reactive languages. Causal modelling languages allow for the manipulation of a limited set of differential equations: directed equations, or Ordinary Differential Equation (ode). This approach has many advantages: implementations are simple and there is a clear mapping from the model to the implementation. Conceptually, it is easier to define precise semantics for causal modelling languages as well.

However, transforming an arbitrary set of undirected differential equations into a causal model is a somewhat involved and tedious task. This is particularly true in a hybrid setting or in the presence of non-linear equations wherefrom extracting a causal equations is sometime impossible, at least without significant symbolic manipulation. Overall, this approach hurts modularity. Since the way an equation depends on the context in which it is used, it is difficult to write reusable model fragments.

The alternative is then to allow for the manipulation of undirected equations directly, which is the approach taken by non-causal modelling languages. This implies the existence of simulation techniques for systems of undirected differential equations. This chapter serves as an introduction to these techniques, showcasing particularly some of their limitations which have consequences for the implementation based around them.

The chapter is organised as follows. §5.1 focuses on listing the shortcomings of the causal modelling approach which can be solved by directly manipulating undirected equations. §5.2 goes over the numerical and symbolic methods used for the simulation of undirected differential equations. §5.3 explains the specific difficulties associated with higher-index systems, a class of equation system which require additional symbolic processing before their simulation can be undertaken. §5.4 introduces some of the problems associated with the initialisation of systems of undirected equations. Finally, §5.5 introduces Functional Hybrid Modelling (FHM), a paradigm that allows for modelling using undirected equations, and HYDRA, a language based on these ideas.

5.1 — Limits of causal modelling

Chapter 2 gave an introduction to causal modelling. It showed how it was possible to extract directed differential equations by hand that
could be translated, either by hand again or using a causal modelling language to perform simulation.

This section discusses the limits of this approach. In particular, it shows how supporting only directed equations leads to modularity issues, especially in the context of hybrid models. It also demonstrates more subtle difficulties that arise in the presence of non-linearity, when extracting a causal model is made much harder.

The aim of this section is to motivate the need for languages able to handle undirected equations directly.

5.1.1 — Modularity

Let’s consider the electrical circuit in figure 5.1. The circuit is modelled with the following 12 equations of 12 unknowns:

\begin{align}
    u &= u_0 \sin (2\pi ft + \varphi) \\
    ur_1 &= r_1 i_{r_1} \\
    cu'_c &= i_c \\
    ur_2 &= r_2 i_{r_2} \\
    t'_t &= u_t \\
    i &= i_1 + i_2 \\
    i_1 &= i_{r_1} + i_c \\
    i_{r_1} &= i_c \\
    i_2 &= i_{r_2} + i_t \\
    i_{r_2} &= i_t \\
    u &= ur_2 + u_c \\
    ur_1 + u_c &= ur_2 + u_t
\end{align}

Figure 5.1: A more complicated electrical circuit
resistor could be written and reused. However, this is not possible in this case. Indeed, the causal version of the system of equations above is as follows:

\[
\begin{align*}
\text{5.2a} & \quad u = u_0 \sin(2\pi ft + \varphi) \\
\text{5.2b} & \quad u_{r_1} = u - u_c \\
\text{5.2c} & \quad i_{r_1} = \frac{1}{r}u_{r_1} \\
\text{5.2d} & \quad i_c = i_{r_1} \\
\text{5.2e} & \quad u'_{c} = \frac{1}{c}i_{c} \\
\text{5.2f} & \quad i_1 = i_{r_1} + i_c \\
\text{5.2g} & \quad i_{r_2} = i_t \\
\text{5.2h} & \quad i_2 = i_{r_2} + i_t \\
\text{5.2i} & \quad u_{r_2} = r_2i_{r_2} \\
\text{5.2j} & \quad u_t = u_{r_1} + u_c - u_{r_2} \\
\text{5.2k} & \quad i'_{t} = \frac{1}{\tau}u_t \\
\text{5.2l} & \quad i = i_1 + i_t
\end{align*}
\]

Notice that equations 5.2c and 5.2i, both derived from Ohm’s law, are different: the first is used to compute the current through \( r_1 \) and the second is used to compute the voltage across \( r_2 \).

This is unfortunate since, in general, a differential equation is merely a constraint and it doesn’t prescribe an actual order of evaluation. In Ohm’s law’s case, there is nothing in the physics stating that \( u \) determines \( i \) or that \( i \) determines \( u \). It may be the case in a particular use of the resistor that the causality holds one way or another, but it is not true in general. For that reason, a description of a resistor that is independent of the context in which it is used cannot be written in a causal modelling language.

The final limitation, arising specifically in hybrid models, is that causality must be fixed. Consider the circuit in figure 5.2 featuring an ideal diode. An ideal diode behaves like a wire with no resistance when the current through it is positive and like an open switch when the voltage through it is negative. This translates to these equations:

\[
\begin{align*}
\text{5.2m} & \quad u_D = 0 \quad \text{when } i_D > 0 \\
\text{5.2n} & \quad i_D = 0 \quad \text{when } u_D < 0
\end{align*}
\]

Writing a model for the diode in a language like FRP is not possible, since the model only determines one of \( u_D \) or \( i_D \) at any given instant. However, more annoyingly, whether the diode determines \( u_D \) or \( i_D \) influences how other equations in the system must be used. Indeed, a
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The resistance of an element generally depends on the temperature at which it is at. Since the resistor dissipates energy into heat, the resistor’s temperature can change as the circuit runs, causing changes in its resistance. This is the case for light bulbs or electric heaters for instance.

description as directed equation of circuit 5.2 goes as follow:

\[
\begin{align*}
\quad u &= u_0 \sin (2\pi ft + \varphi) \\
\quad u_D &= 0 \\
\quad u_r &= u - u_D - u_c \\
\quad i_r &= \frac{1}{r} u_r \\
\quad i_c &= i_r \\
\quad i_D &= i_r \\
\quad i &= i_D \\
\quad u'_c &= \frac{1}{c} i_c \\
\quad u_D &= u - u_r - u_c
\end{align*}
\] (5.3a-h)

On the other hand, when the diode is closed (the current through it is zero), it is:

\[
\begin{align*}
\quad u &= u_0 \sin (2\pi ft + \varphi) \\
\quad i_D &= 0 \\
\quad i_r &= i_D \\
\quad i_c &= i_r \\
\quad i &= i_D \\
\quad u_r &= ri_r \\
\quad u'_c &= \frac{1}{c} i_c \\
\quad u_D &= u - u_r - u_c
\end{align*}
\] (5.4a-h)

The equation derived from Ohm’s law for the resistor is used to compute the current in one mode (equation 5.3d) and the voltage in the other (equation 5.4f). The same is true for equations 5.3g and 5.4c; and equations 5.3c and 5.4h.

5.1.2 — Non-linearity

So far, the only system of equations that have been considered were simple linear systems which are easy to transform to directed equation systems by symbolic manipulation. But this is sometimes not possible in the presence of non-linear equations. In the case of electrical circuit, relations can be found when modelling some non-linear electrical components, such as non-linear resistors [146] in which the resistance depends on the intensity passing through it \(a\). Depending on how the resistance depends on the intensity, extracting an explicit expression for \(i_r\) may not be obvious.

Furthermore, while the solution to a linear equation is unique, there are potentially many solutions to a non-linear problem or none at all. Take the equation stating that two variables \(x\) and \(y\) describe a circle of radius \(\ell\) in 2-dimensions: \(x^2 + y^2 = \ell^2\). Using this equation


\(a\) The resistance of an element generally depends on the temperature at which it is at. Since the resistor dissipates energy into heat, the resistor’s temperature can change as the circuit runs, causing changes in its resistance. This is the case for light bulbs or electric heaters for instance.
to compute $x$ in terms of $y$ gives two solutions: either $x = \sqrt{\ell^2 - y^2}$ or $x = -\sqrt{\ell^2 - y^2}$. In the presence of these equations, insisting on using directed equations can therefore be problematic.

5.1.3 — Algebraic loops

Consider the two equations below:

\[
\begin{align*}
x &= 2y \\
y &= x + 1
\end{align*}
\]

These equations cannot be rearranged in a way that a value for either $x$ or $y$ is produced first. However, this system has an obvious solution. Replacing $x$ by $2y$ in the second equation gives $y = 2y + 1$, for which $y = -1$ is an obvious solution, giving $x = -2$ as solution for the first equation.

These equations form an algebraic loop: a set of equations which cannot be made causal. Algebraic loops are not allowed in the causal paradigm: in FRP, they correspond to unbounded loops that were discussed briefly in §2.3.2. Sometimes, these loops indeed have no solution, like the following:

\[
\begin{align*}
x &= y + 1 \\
y &= x + 1
\end{align*}
\]

which, when replacing $x$ in the second equation gives $y = y + 2$. But in practice, they tend to appear in the description of many physical systems. To express such systems in a causal modelling language requires manually modifying the system so that it is without loops, like what was done above by replacing $x$ by $2y$ in the second equation. While it was easy in this case, doing so for large scale systems can be difficult, simply due to the number of variables and equations that can make up the loop. In the presence of non-linearity, it may not be possible to find an explicit expression for a variable from the equation system.

5.2 — Differential Algebraic Equation

A system of undirected differential equation is named a Differential Algebraic Equations (DAE). As the name indicates, it is a mix of differential equations and algebraic constraints. In general, a DAE takes the following form:

\[
F(x', x, y, t) = 0
\]

In this context, $x$ represents the set of time-varying functions solved by integrating their derivative $x'$, while $y$ refers to the set of variables only present non-differentiated. The first set are called the state variables while the second set are the algebraic variables. Looking back on
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Simulating a DAE is generally much harder than an ODE, due to the extra algebraic constraints. In general, a solver for a DAE can be built by first numerically computing the value of the algebraic variables and of the derivatives of the state variables from the DAE. Then, a numerical integration method, like the ones used for ODE, is used to compute the values of the state variables from the computed values of the derivatives. A more detailed discussion on the simulation of continuous systems described by ODE or DAE can be found in [37]. A historical perspective on simulation code for DAE systems is given in [121].

5.2.1 — Causalisation

The most conceptually straightforward solution is causalisation, which consists of converting the equation system to an ODE by symbolic manipulation like was demonstrated earlier. This process can be mechanised [142] in order to free the modeller from having to perform this transformation.

Causalisation is quite an attractive process for solving DAE. Its main advantages are that it allows to reuse all the techniques used for solving ODE while only paying a price at compile-time for causalising the system. In contrast to implicit methods, which will be presented in the next section, it allows for using simpler, more efficient, integration methods.

However, it has two drawbacks. The first has to do with its main advantage: the price at compile time to pay is potentially large for large equation systems. It also prevents (or at least makes more complicated, see [155]) code generation for partial DAE, as they could be causalised in many ways.

The second drawback, as was mentioned before is the issue with non-linearity and algebraic loops. Problems with non-linearity can be mitigated by using differentiation. Indeed, a non-linear equation of the form:

\[ f(x_1, x_2, \ldots, x_n) = 0 \]

can be turned into an ODE in any of the variable \( x_1 \) to \( x_n \) by differentiation of both sides of the equation, yielding a linear equation in the derivatives \( x'_1 \) to \( x'_n \):

\[ x'_1 \frac{\partial f}{\partial x_1} + \cdots + x'_n \frac{\partial f}{\partial x_n} = 0 \]

Algebraic loops can be removed by using tearing algorithms [37, §7.4]. Tearing is the process of choosing one variable in the algebraic loop, and replacing that variable by its expression as given by an equation in the loop. It is the same process that was used to solve the simple equation system 5.1, \( i_t \) and \( u_c \) are the set of state variables while all the other variables are algebraic. Like for an ODE, the function \( F \) which characterises the DAE is called its residual function.
loops of §5.1.3: tearing algorithms simply allow for its automation in a tool.

5.2.2 — Using algebraic solvers

The alternative to causalisation is to use a dedicated dae solver. To simplify the discussion, a dae solver first operates by solving the algebraic system with unknowns $x'$ and $y$ formed by the dae:

$$F(x', x, y, t) = 0$$

and then using a numerical integration method to integrate $x'$.

To solve this algebraic system, the Newton-Raphson method [127, 150] is the most commonly used method. Its principle is explained here.

Given a problem of the form $G(z) = 0$ and an initial guess for a root of $G$, $z_0$, it is possible to compute an approximate value for a solution to the problem by approximating $G$ as a linear function around $z_0$. If $G$ were truly linear then its graph would be a straight line $a$ and therefore its root should be at the point were that straight-line intersects the horizontal axis. This point can be computed as the slope of that line is given by the derivative of $G$ at $z_0$. If $G$ is truly linear, then that process terminates in one step; if it is not, it repeats until the current guess $z_n$ is such that $\|G(z_n)\| < \epsilon$, where $\epsilon$ is a predefined tolerance.

In the one dimensional case (illustrated in figure 5.3), the next guess $x_{n+1}$ is computed from $x_n$ using the following formula:

$$x_{n+1} = x_n - \frac{G(x_n)}{G'(x_n)}$$

In higher-dimensions, when $G : \mathbb{R}^n \rightarrow \mathbb{R}^n$, the notion of derivative is generalised by the Jacobian matrix [82]:

$$x_{n+1} = x_n - \text{Jac}_G(x_n)^{-1} G(x_n)$$

where the Jacobian matrix is the square matrix of size $n$ containing all the partial derivatives of $G$:

$$\text{Jac}_G = \left( \frac{\partial g_i}{\partial z_j} \right)_{i,j \in [1,n]}$$

The Newton-Raphson method is not infallible. It is important that the initial guess be close to the true root, which is not always easy to guarantee [35]. When a function has multiple roots, it can happen that the method computes an approximation for a root which is not the closest one to the guess. This tends to happen when the derivative of $G$ is small, giving an intersection point with the horizontal axis very far away. The method will fail if the derivative of $G$ is zero at the point of the guess, which graphically translates to a horizontal line that never intersects the graph of $G$.

---

Figure 5.3: Illustration of the Newton-Raphson method in the one dimensional case

---

Wallis, ‘A Treatise of Algebra, Both Historical and Practical’. 1685
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crosses the horizontal axis. In higher-dimensions, this occurs when the Jacobian matrix is singular, meaning it is not invertible.

DAE solvers often combine the solving of the algebraic system and the integration step into one step. Indeed, suppose that integration of \( x \) is performed using a forward Euler scheme. Then the value computed for \( x' \) by solving the algebraic system will be used to compute an approximation for \( x \) like so:

\[
x(t + \delta t) = x(t) + \delta t x'(t)
\]

This is equivalent to stating that:

\[
x'(t) = \frac{x(t + \delta t) - x(t)}{\delta t}
\]

and that therefore, it is enough to solve the following algebraic system:

\[ F \left( \frac{x(t + \delta t) - x(t)}{\delta t}, x(t), y(t), t \right) = 0 \]

The technique generalises to other integration methods.

5.3 — Higher-index systems

5.3.1 — Definition

Whether solving a DAE relies on causalisation (with a mix of ODE solver and algebraic solvers) or uses a DAE solver directly, both schemes rely on the system not being structurally singular. That is, it must be possible to determine, from the equation system, the values of the highest-order derivative of all the variables from the algebraic system. For the state variable, this is their first-order derivative; for the algebraic variable, it is the variable itself (its zeroth-order derivative).

It turns out, however, that many systems do not readily exhibit this property. Let’s consider the simple RC-circuit in figure 5.4. The equations for this circuit were given in §2.1. In that section, the voltage source was assumed to be known and the voltages across other components was derived from it. Suppose now that a modeller is interested in a different problem: they want to know what voltage source should be used in order for the voltage across the capacitor to conform to a known function \( f(t) \). This translates to the following equation system:

\[
\begin{align*}
    u_c &= f(t) \\
    c u'_c &= i_c \\
    u_r &= r i_r \\
    u &= u_r + u_c \\
    i &= i_r
\end{align*}
\]
There are 6 equations for 6 unknowns: \( u'_c, i_c, u_r, i_r, u \) and \( i \), but there is no 1-to-1 mapping between these variables and the equations, since no unknown appears in equation 5.5a.

Equation 5.5a is a constraint equation: an equation that can only be assigned to solve for a lower-order derivative of an unknown, in this case \( u_c \) instead of \( u'_c \). In general, a constraint equation cannot be used directly to compute a solution, rather it restricts the set of solutions of the \( \text{dae} \). For system 5.5, one can recover a solvable system using some simple symbolic manipulation. Since equation 5.5a provides an explicit expression for \( u_c \), one can simply remove it and replace \( u_c \) by \( f(t) \) in equation 5.5d.

In the presence of more complicated equations (e.g. non-linear equations), a general approach to this problem is to eliminate constraint equations by means of differentiation. Indeed, if \( u_c = f(t) \) holds at all time, then \( u'_c = f'(t) \) holds too. Replacing equation 5.5a by this new, latent, equation yields a \( \text{dae} \) which is not structurally singular. If the initial conditions of the variables in the system satisfy both the latent equations and the constraint equations, then the solution for the new \( \text{dae} \) is the same as the one for the original \( \text{dae} \) [97].

The process of discovering the set of equations that must be differentiated for a \( \text{dae} \) to be non-singular is referred to as index-reduction. The index refers to the number of times that parts of or the whole of the \( \text{dae} \) must be differentiated to transform it into an \( \text{ode} \). A \( \text{dae} \) that is not structurally singular and can be simulated with a \( \text{dae} \) solver is index-1. It is sometime referred to by the term implicit \( \text{ode} \) since it can be put under the form:

\[
\begin{align*}
x' &= f(x, y, t) \\
0 &= g(x, y, t)
\end{align*}
\]

where \( x \) is the set of state variables and \( y \) the set of algebraic variables. Differentiating the algebraic constraints once indeed yields an index-0 \( \text{ode} \), although this step is not necessary for simulation.

Since equation system 5.5 needed one of its equations to be differentiated, it is index-2.

5.3.2 — Index-reduction algorithms

Index-reduction can be performed solely from structural information about the \( \text{dae} \) [29, 116, 126]. That is, it merely requires knowing which variables appear in which equations but doesn’t require more precise information about each equation.

One such method is Pryce’s signature method (or \( \Sigma \)-method). It is an alternative to the more commonly used Pantelides algorithm [116]. It is presented here since it is somewhat easier to understand and is

\[ i = i_c \quad (5.5f) \]
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used in the implementation work described in later chapters. For all the details and proofs of correctness, the original paper [126] is easy to read.

The signature method relies on the signature matrix of the DAE. The signature matrix $\Sigma$ is a square matrix such that the coefficient $\sigma_{ij}$ is a value of $\mathbb{N} \cup \{-\infty\}$ and gives information on how the $i$-th variable of the DAE appears in its $j$-th equation. Specifically, if the variable doesn’t appear in this equation, $\sigma_{ij} = -\infty$; if it appears differentiated $n$ times (at most), then $\sigma_{ij} = n$. The signature matrix for equation system 5.5 is given by ($\cdot$ is used to represent $-\infty$):

$$\Sigma = \begin{pmatrix}
\sigma_{11} & \sigma_{12} & \sigma_{13} & \sigma_{14} & \sigma_{15} \\
\sigma_{21} & \sigma_{22} & \sigma_{23} & \sigma_{24} & \sigma_{25} \\
\sigma_{31} & \sigma_{32} & \sigma_{33} & \sigma_{34} & \sigma_{35} \\
\sigma_{41} & \sigma_{42} & \sigma_{43} & \sigma_{44} & \sigma_{45} \\
\sigma_{51} & \sigma_{52} & \sigma_{53} & \sigma_{54} & \sigma_{55}
\end{pmatrix}$$

\[5.5a\]

$$\begin{pmatrix}
0 & \cdot & \cdot & \cdot & \cdot \\
1 & 0 & \cdot & \cdot & \cdot \\
\cdot & 0 & 0 & \cdot & \cdot \\
0 & 0 & \cdot & 0 & \cdot \\
\cdot & 0 & \cdot & \cdot & \cdot
\end{pmatrix} \quad \begin{pmatrix}
u \cr i_c \cr u_r \cr i_r \cr u \end{pmatrix}$$

\[5.5b\]

The $\Sigma$-method then specifies index-reduction as a linear programming problem known as the assignment problem [15]. The first task is to find an assignment (if it exists) of variables to equations, such that a variable is uniquely assigned to an equation in which it appears (and vice-versa, an equation cannot be assigned to multiple variables). To choose which variable is assigned to which equation, equations where the variable appears differentiated more times are preferred. This problem can be understood better with a worker/task analogy, where variables are tasks that need to be performed and workers are equations able to perform these tasks. The signature matrix then quantifies the proficiency of a worker (equation) to perform a certain task (solve for the variable). When a worker is unable to perform a task, their proficiency is $-\infty$. The goal is to maximise the total productivity. This can be formulated as the following linear programming problem, where one searches for the $\xi_{ij} \in \mathbb{N}$ such that the quantity:

$$\sum_{i=1}^{n} \sum_{j=1}^{n} \xi_{ij} \sigma_{ij}$$

is maximized, with the additional constraints that:

$$\forall i \in [1,n], \sum_{j=1}^{n} \xi_{ij} = 1$$

$$\forall j \in [1,n], \sum_{i=1}^{n} \xi_{ij} = 1$$

Loosely speaking, the quantity being maximised can be viewed as the total productivity of a given assignment of workers to tasks. The con-
strains state that exactly one worker must be assigned to a task and exactly one task must be assigned to a worker.

From the assignment given by $\xi_{ij}$, finding the number of differentiations needed to reduce the system consists of finding the minimal difference between the number of times the variable assigned to an equation appears differentiated in the equation originally and the highest-order derivative of that equation in the final reduced DAE. Since differentiating an equation can make other variable appear differentiated, it is important to not simply consider the highest-order derivative of a variable in the original, higher-index, DAE.

Fortunately, the solution to that problem is simple to compute from the assignment. It is formulated as the dual problem of the linear programming problem above. Given two $n$-tuples $C$ and $D$, where $C$ collects the number of differentiation for each equation and $D$ collects the order of the highest-order derivative for each variable, the problem consists of minimising the following quantity:

$$\sum_{j=1}^{n} d_j - \sum_{i=1}^{n} c_i$$

with the added constraints that:

$$\forall i, j \in [1, n], d_j - c_i \geq \sigma_{ij}$$

$$\forall i \in [1, n], c_i \geq 0$$

When formulated as such, there are many optimal solutions to that problem. Indeed, if $C$ and $D$ are solutions, then $C + 1$ and $D + 1$ are also solutions. However, there exists a minimal (or canonical) set of offsets that can easily be found by a simple fixed-point procedure.

5.3.3 — State selection

The DAE system obtained by simply replacing constraint equations is sometime referred to as the Underlying Ordinary Differential Equation (UODE). Simulating the UODE directly theoretically provides a valid solution for the original DAE, provided the initial conditions used for simulating the UODE also satisfy the DAE. Practically, however, the computed solution of the UODE tends to ‘drift-off’ from the original constraints. Indeed, the constraint equations are completely removed from the UODE and only hold implicitly. However, due to numerical errors, the computed solution may not truly satisfy these constraints.

The solution proposed in [97] is to not only use the differentiated equations but also the constraint equations to simulate the system. Consider the following index-2 DAE:

$$u_c = f(t)$$

$$u_{r_1} = n_1 r_1$$


a. If an equation is differentiated multiple times, both the original equation and all the differentiated versions of that equation are to be used.
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\[ c u'_c = i_c \]  \hspace{1cm} (5.6c)
\[ u_r = r_2 i_r \]  \hspace{1cm} (5.6d)
\[ u'_c = u_t \]  \hspace{1cm} (5.6e)
\[ i = i_1 + i_2 \]  \hspace{1cm} (5.6f)
\[ i_1 = i_r + i_c \]  \hspace{1cm} (5.6g)
\[ i_r = i_c \]  \hspace{1cm} (5.6h)
\[ i_2 = i_r + i_t \]  \hspace{1cm} (5.6i)
\[ i_r = i_t \]  \hspace{1cm} (5.6j)
\[ u = u_r + u_c \]  \hspace{1cm} (5.6k)
\[ u_r + u_c = u_r + u_t \]  \hspace{1cm} (5.6l)

It is derived from figure 5.1 and equation system 5.1. However equation 5.1a has been replaced by a constraint equation over \( u_c \). Differentiating equation 5.6a yields an index-1 \( \text{DAE} \) but simply adding it to system 5.6 produces 13 equations and only 12 unknowns:

\[ u_c = f(t) \]  \hspace{1cm} (5.7a)
\[ u'_c = f'(t) \]  \hspace{1cm} (5.7a')
\[ u_r = r_1 i_r \]  \hspace{1cm} (5.7b)
\[ c u'_c = i_c \]  \hspace{1cm} (5.7c)
\[ u_r = r_2 i_r \]  \hspace{1cm} (5.7d)
\[ i'_t = u_t \]  \hspace{1cm} (5.7e)
\[ i = i_1 + i_2 \]  \hspace{1cm} (5.7f)
\[ i_1 = i_r + i_c \]  \hspace{1cm} (5.7g)
\[ i_r = i_c \]  \hspace{1cm} (5.7h)
\[ i_2 = i_r + i_t \]  \hspace{1cm} (5.7i)
\[ i_r = i_t \]  \hspace{1cm} (5.7j)
\[ u = u_r + u_c \]  \hspace{1cm} (5.7k)
\[ u_r + u_c = u_r + u_t \]  \hspace{1cm} (5.7l)

Notice however that there is some redundancy in this overdetermined system, between equation 5.7a and 5.7a'. For instance, the fact that \( u'_c \) is the derivative of \( u_c \) is implicitly present in the fact that both \( u_c = f(t) \) and \( u'_c = f'(t) \) hold. In other words, if one were to replace \( u'_c \) by an algebraic variable \( \dot{u}_c \), this information would not be lost, only holding implicitly\(^a\). Performing this transformation yields the following index-1 \( \text{DAE} \), with 1 state variable \( i_t \) and 12 algebraic variables, including \( u_c \) and \( \dot{u}_c \):

\[ u_c = f(t) \]  \hspace{1cm} (5.8a)
\[ \dot{u}_c = f'(t) \]  \hspace{1cm} (5.8a')

\(^a\) In the same way that the constraint equations hold only implicitly in the \text{UODE}.
\[ u_r \text{ is a } \text{dummy-derivative}: \text{ a placeholder algebraic variable for what is really the derivative of another variable. The dummy-derivative algorithm \[97\] gives a systematic method to select a valid set of state variables and dummy-derivatives. For instance in the above example, choosing } u_c \text{ as a state } i' \text{ as a dummy-derivative would not have helped with solving the system.} \]

It is sometimes necessary to change the set of dummy-derivatives during the simulation. In the presence of non-linear equations, the \text{dae} can become singular in the neighbourhood of particular points, leading to solvability issues or inconsistencies such as discontinuities. The subtleties associated with selecting a 'good' set of dummy-derivatives and when to change it is outside the scope of this work. The interested reader can refer to \[99\], which provides a very thorough overview of the dummy-derivative algorithm and ways to efficiently implement dynamic state selection.

5.3.4 — Concluding remarks on index-reduction

This section introduced the concept of higher-index \text{dae} and the difficulties associated with their simulation. Higher-index systems arise when a \text{dae} contains constraint equations, that only constrain the solution but cannot be used directly for simulating the equation. Structural algorithms can be used to recover an index-1 \text{dae} from a higher-index \text{dae} by differentiating these constraint equations, potentially several times. The resulting \text{dae} can then be simulated: either by directly simulating the \text{uode}, obtained by replacing the constraint equations with their differentiated versions; or by keeping the constraint equations but removing some state variables from the \text{dae} to avoid an over-determined system.

Let's conclude this summary by noting that index-reduction algorithms are not modular in the sense that, in general, it is not possible to know, from a partial \text{dae}, how many times each equation might...
appear differentiated when that partial DAE is used as part of a larger one. In cases where parts of the DAE change during simulation, the analysis must be performed after each such change on the whole DAE, not simply on the part that was modified. This is not surprising since index-reduction can be performed by finding a 1-to-1 assignment between equations and variables\(^a\), but §5.1.1 showed how such assignments typically did not remain valid after a structural change in a DAE and generally completely depend on the context in which a particular set of equation is used inside a larger equation system. Note that recent work\(^{29}\) has been proposed that addresses this particular issue for fully-assembled hybrid DAE with finite number of modes; however it is not usable for partial DAE nor DAE with unbounded number of modes, in the style of FRP\(^b\).

5.4 — INITIALISATION

Initialising an ODE only requires the specification of the initial values of the state variables. The initial values of all other variables and the derivatives of the state variables can trivially be determined from the ODE itself. However, initialising a DAE is harder, since the initial conditions for the state variables and all other variables must satisfy the DAE, thus requiring solving an algebraic system at initialisation time.

Higher-index systems pose additional difficulties, namely that some state variables may not need an initialising equation at all. Consider system 5.6 again. Even if \( u_c \) appears differentiated, its initial value is constrained and providing an explicit equation for it would result in an over-determined system. The number of additional equations to correctly initialise a DAE corresponds to its number of degrees of freedom\(^{126}\). In the case of system 5.6, the system has 0 degrees of freedom since it can be initialised without the need for any additional equations. By contrast, system 5.1 had 2 degrees of freedom since it requires an initial value for both \( i \) and \( u_c \).

The number of degrees of freedom can be computed from the output of index-reduction as the following quantity:

\[
\sum_{j=1}^{n} d_j - \sum_{i=1}^{n} c_i
\]

This makes it particularly easy to verify that there are enough additional equations to initialise the system, although it can sometimes be difficult for the modeller to clearly identify which are needed in complex equation systems. This problem can be somewhat alleviated by allowing the user to state an over-determined system, identifying and eliminating redundant information and then verifying the consistency of the computed solution with regards to these eliminated constraints\(^{114}\).
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Functional Hybrid Modelling (fhm) [112] has been proposed as an expressive approach for designing a non-causal modelling language. fhm is inspired by frp, in particular by Yampa. Like frp, fhm is often realised as an embedding in a host functional language. Previous work [65] used Haskell as the host language.

This section provides an introduction to fhm. It uses a new implementation of the concept of fhm called HYDRA. While the implementation reuses the name of previous implementations [63], it is entirely new a. In particular, the functional host language, in which the modelling language fhm is embedded, are implemented by the same compiler. This section is purely meant as an introduction. A precise definition of the language will be given in the next chapter. The goal of the work will be to present the modelling of circuit 5.1 as a signal relation, as introduced below, and show how treating relations as first-class enables great flexibility and modularity in the modelling process.

5.5.1 — Signal relations

§2.3.1 introduced the concept of signals as time-varying values and signal functions as functions between signals. This proves to be useful abstraction in the context of frp and causal modelling. To capture the semantics of differential equations as constraints, or predicates, over signals, the notion of signal relation $SR_\alpha$ is defined as a predicate on signals of type $\alpha$, conceptually:

$$SR_\alpha \equiv \text{Signal}_\alpha \rightarrow \text{Predicate}$$

Where the idea of frp is to program with signal functions as first-class values, Functional Hybrid Modelling (fhm) has first-class signal relations.

5.5.2 — Individual equations as signal relations

The first task for modelling circuit 5.1 is to model each individual component. In particular, one must provide the equations governing the behaviour of the resistor, capacitor, inductance and voltage source appearing in the circuit. Each component of the circuit can be modelled as a signal relation between the voltage across it and the current that flows through it. For instance, the behaviour of the resistor in HYDRA is captured by the following:

```haskell
let resistor r =
   sigrel u, i {
      u = r * i
   }
```
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resistor is a function parametrised by a real number r. Its type is
real \rightarrow \text{SR}(\text{real, real}) The keyword \text{sigrel} introduces a signal relations between the signals u and i, called the \textit{interface variables} of the relation. Similarly to the proc-notation, these signals only exist inside the body of the signal relation. Signal relations modelling a capacitor and inductance can be written like so:

\begin{verbatim}
let capacitor c =
    sigrel u, i {
        c * der u = i
    }

let inductance l =
    sigrel u, i {
        l * der i = u
    }
\end{verbatim}

Notice the use of the \text{der} keyword that allows to refer to the derivative of a signal. Note that the argument to \text{der} needs not be an identifier but can be any arbitrary signal of real type.

5.5.3 — Higher-order signal relations

The voltage through two components connected either in series or in parallel is given by Kirchhoff’s laws. Previously, these laws were used in ad-hoc ways when modelling in a causal setting. The non-causal setting allows to state them once and then reuse them at will.

Connecting two components 1 and 2 in series (illustrated in figure 5.5) results in a component where the voltage across and current through follows:

\begin{align*}
    u &= u_1 + u_2 \\
    i &= i_1 \\
    i_1 &= i_2
\end{align*}

while connecting two components in parallel (illustrated in figure 5.6) results in the following:

\begin{align*}
    u &= u_1 \\
    u_1 &= u_2 \\
    i &= i_1 + i_2
\end{align*}

Since these laws are independent of the components being connected together, it is possible to implement them in HYDRA by parametrising over the signal relations describing each component, like so:

\begin{verbatim}
let serial c1 c2 =
    sigrel u, i {
\end{verbatim}
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```plaintext
let u1, i1, u2, i2 {
  c1 ⊸ u1, i1;
  c2 ⊸ u2, i2;
  u = u1 + u2;
  i = i1;
  i1 = i2
}
```

serial has type:

\[ \text{SR} \ (\text{real, real}) \rightarrow \text{SR} \ (\text{real, real}) \rightarrow \text{SR} \ (\text{real, real}) \]

c1 and c2 are the signal relations describing the components. The \(\bowtie\) symbol is a signal relation application: the equation \(c1 \bowtie u1, i1\) states that \(u1\) and \(i1\) are related through signal relation \(c1\). The signals \(u1, i1, u2\) and \(i2\) are local signals declared with the let keyword.

The parallel signal relation, modelling two components connected in parallel can be implemented in the same way:

```plaintext
let parallel c1 c2 =
  sigrel u, i {
    let u1, i1, u2, i2 {
      c1 ⊸ u1, i1;
      c2 ⊸ u2, i2;
      u = u1;
      u1 = u2;
      i = i1 + i2;
    }
  }
```

Using these two relations, it is possible to construct, by function application, a signal relation which represents the right part of circuit 5.1, containing the resistors, capacitor and inductance:

```plaintext
let rlc =
  parallel (serial (resistor r1)
    (initialised_capacitor uc0 c))
  (serial (resistor r2)
    (initialised_inductance il0 l))
```

In the above, initialised_capacitor and initialised_inductance are used instead of capacitor and inductance. These relations are defined as:

```plaintext
let initialised_capacitor uc0 c = sigrel u, i {
  capacitor c ⊸ u, i;
  init u = uc0;
}
```
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```haskell
let initialised_capacitor il0 l = sigrel u, i {
  inductance l <> u, i;
  init i = il0
}
```

An \textit{init} equation is an equation that only holds at the very first instant the signal relation starts to hold. Such equations are necessary to set the initial values of state variables in the system. \textsc{Hydra} supports arbitrary initialisation equations, although simple equations like the ones above are given special treatment by the implementation and are not solved by using a numerical solver but simply by translating them to assignments.

To complete the circuit, a last signal relation is needed to model the closed circuit formed by the voltage source and the rest of the components. Again, this can be implemented as a higher-order signal relation:

```haskell
let close c1 c2 = sigrel () {
  let u1, i1, u2, i2 {
    c1 <> u1, i1;
    c2 <> u2, i2;
    u1 = u2;
    i1 = i2;
  }
}
```

close has no interface signal, since it is intended to represent a complete and fully-determined circuit. The final circuit can now be assembled. This final signal relation can be parametrised with a voltage source, thus allowing its simulation with many different sources:

```haskell
let circuit source = close source rlc
```

Results of the simulation of \texttt{circuit} with a constant voltage source and a sine-wave voltage source are shown in figure 5.7 and 5.8.

5.5.4 — Hybrid signal relations

\textsc{Hydra} possesses a switch construct, similar to the one introduced for \textsc{frp}. In this version of \textsc{Hydra}, the switch is however more limited than what exists in \textsc{Yampa} or in previous versions of \textsc{Hydra} \cite{Giorgidze:2012}. Suppose one wanted to simulate the behaviour of \texttt{circuit} with more interesting voltage sources. For instance, a triangle wave function. A triangle wave function could be implemented as the composition of the \texttt{asin} and \texttt{sin} function. Indeed, since \texttt{asin} is the inverse of \texttt{sin} on \([-1, 1]\), a triangle wave function of amplitude \(A\) and frequency \(f\) is given by:

\[
\text{Triangle}(t) = \frac{2A}{\pi} \arcsin (\sin (2\pi ft))
\]
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Figure 5.7: Simulation results for circuit under a constant voltage source

Figure 5.8: Simulation results for circuit under a sine-wave voltage source
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However, although it is correct, this definition has several problems:

— if evaluated with floating-point, the precision of the result can decrease as time passes,
— the resulting function has a discontinuous derivative, which is problematic if the derivative is needed, e.g. in the context of a higher-index system,
— regardless of the previous points, the technique used here doesn’t generalise well to other discontinuous or otherwise piecewise-defined functions.

A better solution is to define the triangle function as a piecewise function made of two alternating affine functions with slope $\pm Af$. This can easily be encoded using a switch relation, in the following way:

```plaintext
let triangle_wave a f =
  sigrel w {
    init w = 0.0;
    switch init Up
      mode Up → der w = a * f
      when up(w - a) → Down
    mode Down → der w = - a * f
      when down(w - a) → Up
  }
```

A switch relation consists of several modes whose names start with a capital letter. At any given point in time only one mode is active, meaning that the relations it specifies hold. By default, the first mode is active when the relation is first activated. Optionally, however, the initial mode can be specified with `init`, like it is in the example. This switch relation is made of two modes: `Up`, during which the equation:

$$\text{der } w = a \times f$$

is active and `Down`, during which the equation:

$$\text{der } w = - a \times f$$

is active. The transitions between modes occurs at events specified by `when` clauses. A `when` clause specifies an event and the mode that the switch will switch into when the event occurs. The events are specified by means of three combinators: `up`, `down` and `updown`. These combinators take a real valued signal as argument and produce an event when that signal crosses zero. The `up` (resp. `down`) combinator produces an event only when the signal crosses zero from a negative to a positive value (resp. from a positive to a negative value), while `updown` produces an event anytime the signal crosses zero. In the case of `triangle_wave`,
the transition occurs when the interface variable \( w \) reaches \((w - a)\) crosses 0 going up\) or \(-a\) \((w - a)\) crosses 0 going down\).

Modes can be given arguments. As both modes in the above model are very similar, this allows merging them into a single one:

```plaintext
define triangle_wave a f =
signrel w {
    init w = 0.0;
    switch init Triangle(1)
        mode Triangle(c) \rightarrow der w = c * a * f
            when up(w - a) \rightarrow Triangle(-1)
            when down(w - a) \rightarrow Triangle(1)
    }
}
```

The new `Triangle` uses its argument to encode the direction of the derivative of \( w \): alternating going up and down using the zero-crossing signals.

More interestingly, models such as the diode can also be expressed in a modular fashion, something not possible in a causal language, as explained in §5.1.1. The following is a model for a diode which is, initially, closed:

```plaintext
define ic_diode =
signrel u, i {
    switch init Closed
        mode Closed \rightarrow u = 0
            when down(i) \rightarrow Open
        mode Open \rightarrow i = 0
            when up(u) \rightarrow Closed
    }
}
```

Note that there is no way currently to specify programmatically what the first mode of a switch should be. For the diode, this would allow to specify the initial mode of the diode depending on the values of \( i \) and \( u \) at the initial instant. While it would be extremely useful, this feature is currently left as future work and will be discussed in chapter 9.

The simulation of signal relation circuit with a triangle wave signal source is given in figure 5.11.

In `triangle`, the signal \( w \) is continuous through the mode change. In general, HYDRA assumes that any state variable is continuous through a mode change. The definition of a state for that matter is any signal which appears differentiated at least once in the signal relation, meaning that whether or not it has been selected to be an actual state during simulation is not relevant. Note further that this property is non local: an interface variable may not appear differentiated in a particular signal relation, but can appear differentiated when used outside of that particular signal relation. This property may also change depending
on the mode a signal relation is in, since a variable may appear differentiated in one mode and not in another.

Considering all state variables to be continuous is sometime problematic. Recall the bouncing ball example from §2.3.4. One would want to implement it like so in HYDRA:

let falling y0 vy0 = sigrel y, vy {
  der y = vy;
  der vy = -9.81;
  init (y, vy) = (y0, vy0);
}

let bouncing y0 vy0 = sigrel y, vy {
  switch init Bounce(y0, vy0)
    mode Bounce(y0, vy0) ->
      falling y0 vy0 <> y, vy;
    when down(y) -> Bounce(y, -vy)
}

Both y and vy are states in these relations. However, although y can be considered continuous, dy explicitly is not: it needs to be reinitialised. HYDRA can be made to consider a signal as reinitialised by marking it with the `reinit` keyword:

let bouncing y0 vy0 = sigrel y, vy {
  switch init Bounce(y0, vy0)
    mode Bounce(y0, vy0) reinit y, vy ->
      falling y0 vy0 <> y, vy;
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Marking \( y \) and \( vy \) as reinitialised informs HYDRA that it should expect \( \text{init} \) equations for these two variables, and must assume that all their derivatives are unknown at the time of switching.

### 5.5.5 — Modelling by constraints

HYDRA permits simulating models expressed with constraints. For instance, one can model the same electrical circuit, this time forcing the voltage through the capacitor to follow a set function. Such a ‘constrained capacitor’ model can be implemented like so:

```plaintext
let constrained_capacitor constraint c =
  sigrel u, i {
    capacitor c <> u, i;
    constraint <> u;
  }
```

It can then replace the `initialised_capacitor` relation in the `rlc` signal relation:

```plaintext
let constrained_rlc constraint =
  parallel (serial (resistor r1)
    (constrained_capacitor constraint c))
  (serial (resistor r2)
    (initialised_inductance il0 l))
```

Note how in this signal relation there is no initialisation equation for the voltage across the capacitor, since it is expected that the constraint determines its value at every instant (including the initial instant). The full circuit can then be assembled with the voltage source left unconstrained using the empty signal relation `noop`:

```plaintext
let noop = sigrel x {}

let constrained_circuit constraint =
  close noop (constrained_circuit constraint)
```

Results for simulating this circuit with different forcing functions are given in figure 5.12 and 5.13.

### 5.5.6 — Delimitations

The goal of this section is to give a clear account of what kinds of model the current implementation of HYDRA can effectively simulate. The limitations to the capabilities of HYDRA are in part due to limitations of the techniques HYDRA implements (such as the way it performs state selection or initialisation) and partly due to the lack of
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Figure 5.12: Simulation results for constrained_circuit with a sine-wave constraint

Figure 5.13: Simulation results for constrained_circuit with a triangle-wave constraint
some features that Hydra would need to implement to allow the modeller to assist the implementation during the simulation. Note however that these limitations are not inherent to the Hydra or FHM as an approach to implementing modelling languages, rather they stem from the need to prioritise some features over others, given the limited resources available for its development.

Currently, Hydra is perfectly capable of simulating higher-index systems consisting only of linear equations. It is able to handle some hybrid systems with varying index between modes, although this can require substantial extra work from the modeller, for instance in the form of additional reinitialisation equations to avoid underdetermined or overdetermined systems. Hydra has support for non-linear equations although it may have some difficulties initialising and simulating systems with non-linear equations. The difficulty with initialising a system with non-linear equation is, in part, due to the need to find a good initial guess to initialise a system of algebraic equations. While it is not a problem for a linear system of algebraic equations \(^a\), it is for non-linear systems. Finding a guess is often considered domain-specific knowledge and therefore it is the responsibility of the modeller to provide such a guess. Hydra does not currently have a way to let the user specify a guess and instead chooses the same initial guess for every signal, with the exception of signals for which there is a trivial initial equation of the form:

\[
\textit{init } x = c
\]

where \(c\) is some constant; or, in the case of a mode change, signals whose value was known in the previous mode. These limitations may make Hydra fail to initialise a system, particularly ones with non-linear equations, if the true initial value of a signal is not close to 0, the value it uses by default. To avoid the problem, the easiest method would be to allow for annotations either on variable declaration or at mode change to allow to specify a guess for that variable.

The difficulty with simulating a system with non-linear equations with Hydra is due to its state selection method. As hinted to in §5.3.3, the choice of dummy-derivative is crucial to perform the simulation of a higher-index system. Hydra’s implementations however is quite crude: it implements a static dummy-derivative algorithm \(^b\) and selects states based on a ‘first comes, first served’ basis: if a state variable can be a dummy-derivative in such a way that this forms a valid set of states, then it is selected, but that may not lead to a system that can be effectively simulated. This can be alleviated by implementing better state selections algorithms that take into account the values of signals at mode change to perform state selection and by allowing the modeller to suggest or impose that a variable be used as a state. This can be done by using special purpose annotations, like what is done in Modelica or Dymola \([56, 103]\).

---

\(^a\) For which one iteration of Newton’s method is always sufficient to find a solution, see §5.2.2.

\(^b\) That is, states are selected once at the start of the simulation of a given mode.

This chapter provides a detailed specification of HYDRA at the surface level. It introduces both the functional host language and modelling language embedded within it, with a specific focus on the latter. The implementation is left for the next chapter.

§6.1 presents the abstract syntax of HYDRA. §6.2 introduces its type system, which presents similarities with the type system presented in part I for SRP. §6.3 introduces a small core language, which is a simplified version of the surface language and is easier to use for compilation. It is this core language that will be used later to discuss the implementation. Finally, §6.4 shows an interpretation of HYDRA’s signal relations in terms of DAE and shows a simple simulation method for based on this interpretation. The difficulties with mapping this interpretation to a concrete implementations are then discussed to serve as a base for the contributions of the next chapter.

6.1 — Surface syntax

The surface syntax of the language is given in figure 6.1 in Backus-Naur form. The language is a two-staged language, it consists of a functional part, similar to ML-style language and a language for signal relations. Most features have already been introduced with the previous examples, with the exceptions of patterns and anonymous functions.

The functional host language for HYDRA is arguably very primitive, in comparison to mainstream functional languages. This work was not an exercise in the compilation of efficient and expressive functional languages. The choice of using a custom language for this work was made in an attempt to give greater flexibility for experimenting with new ideas, without being limited by the capabilities of the host language. This has been instrumental in the development of the ideas that will be presented in chapter 7.

A HYDRA program consists of a series of declarations. A declaration may either be a value declaration, which declares a name associated with an expression; or a type declaration. Currently, HYDRA only supports declarations of type aliases or records. In particular, support for sum types is left as future work.

6.2 — Type system

HYDRA is statically typed and supports polymorphism. Types are inferred at compile-time automatically, although binders and expres-
Figure 6.1: HYDRA abstract syntax

- **@**: `+ | - | * | / | ^` (Binary operators)
- **unop**: `sin | cos | tan | sinh | cosh | tanh` (Unary operators)
- **signal**: `<expr> | identifier | der | + | - | * | / | log` (Constants)
- **initMode**: `Identifier ('<expr>')` (Field selection)
- **targetMode**: `Identifier ('<signal>')`
- **patternMode**: `Identifier ('<pattern>')`
- **equation**: `<signal> = <signal>` (Signal relation application)
- **branch**: `mode (modePattern `reinit' `equation' `condition' `)`
- **condition**: `when` `event` `->` `targetMode`
- **event**: `up | down | updown | signal`
- **pattern**: `... | identifier | ('<pattern>') | identifier @ '<pattern>' | identifier @ '<pattern>' | '{' label ':' '<pattern>' '}' | '{' 'relation' '}' (Alias pattern, Product pattern, Record pattern)
- **expr**: `constant | identifier | expr | expr | expr | fun | pattern `->` expr | sigrel | pattern '{' 'relation' '}' | unop | expr | expr | '{' expr '}' (Function application, Anonymous functions, Field selection)
- **type**: `real | identifier | '-' Identifier | type | expr | type | '{' label ':' type '}' | '{' type '}'` (Real type, Expression type variable, Signal type variables, Type constructor, Type application, Product type)
- **typeDecl**: `type | '{' label ':' type '}'` (Type synonym, Record declaration)
- **declaration**: `let | pattern = expr | type` (Value declaration, Type declaration)
Figure 6.2: Hydra types syntax

\[
\begin{align*}
\langle \tau_s \rangle & \ ::= \alpha_s \\
& \ | \ \text{`real'} \\
& \ | \ \text{`( } \langle \tau_s \rangle \ast \text{')'} \\
& \ | \ \text{`} \ell \text{ ':' } \langle \tau_s \rangle \text{'} \\
\langle \tau_e \rangle & \ ::= \alpha_e \\
& \ | \ \langle \tau_s \rangle \\
& \ | \ \text{`( } \langle \tau_e \rangle \ast \text{')'} \\
& \ | \ \text{`} \ell \text{ ':' } \langle \tau_e \rangle \text{'} \\
& \ | \ \langle \tau_e \rangle \rightarrow \langle \tau_e \rangle \\
& \ | \ \text{`SR'} \langle \tau_s \rangle
\end{align*}
\]

Expressions can be annotated with a type for clarity or to restrict the use of a particular function or value.

The syntax of types is given in figure 6.2. Like the language itself, types have two levels. There are types for signals, denoted \( \tau_s \) in figure 6.2 and types for expressions, denoted \( \tau_e \). This distinction stems from the need to limit the type of signals to types which can be given a representation as a continuously varying value, as touched upon in the previous part \( ^a \). In the case of HYDRA, a signal type may only be a real or a product (tuple or record) of signal types.

Likewise, there are two kinds of type variables, expression type variables \( \alpha_e \) and signal type variables \( \alpha_s \), where signal type variables may only unify to signal types. In type annotations, a signal variable is denoted with \( \sim a \) whereas an expression type variable is denoted with \( a \). This distinction allows for safe polymorphic signal relations. Consider the following signal relation:

\[
\text{let equal\_constant } c = \\
\text{ sigrel } x \{ \\
\quad x = c \\
\}
\]

Naïve type inference would infer the following type:

\[
equal\_constant : a \rightarrow \text{SR } a
\]

This function could then be applied to any expression, including expressions which do not have signal types, such as the identity function \( \text{id} \). This would result in a signal relation which relates a signal of type \( b \rightarrow b \) which, arguably, wouldn’t make much sense. The two kinds of type variables allows to instead infer the type:

\[
equal\_constant : \sim a \rightarrow \text{SR } \sim a
\]
6.3 Core language

When applied to \( \text{id} \), the program is rejected since the type \( \text{b} \rightarrow \text{b} \) cannot unify to a signal type variable.

This method is directly adapted from STANDARD ML's handling of equality type variables [101] which solves a similar problem, namely having a polymorphic equality function that only works for types for which equality is well-defined (excluding functions, most notably). Equality type variables are a special kind of type variables which can only unify to types which have a well-defined equality, in the same way that signal type variables in HYDRA can only unify to types for which it makes sense to consider as continuously varying values. An alternative would have been to implement a constraint system in the style of HASKELL's type classes [149]. While being more general \(^a\), it is more complicated to implement and the current approach happens to fit the problem at hand particularly well.

The typing rules of the language are given as sets of inference rules for each syntactical construct. These rules make use of environments denoted \( \Gamma_e \) and \( \Gamma_s \) which map variables to types. \( \Gamma_e \) is the environment of expression variables and \( \Gamma_s \) is the environment of signal variables; \( \epsilon \) denotes an empty environment. Figure 6.4 defines the relation \( \Gamma_e, \Gamma_s \vdash s : \tau \) which states that signal \( s \) has type \( \tau \) under environment \( \Gamma_e \) and \( \Gamma_s \). Figure 6.5 defines the relation \( \Gamma_e \vdash e : \tau \) which states that expression \( e \) has type \( \tau \) under environment \( \Gamma_e \). Finally figure 6.6 defines the relation \( \Gamma_e, \Gamma_s \vdash E \) which states that equation \( E \) is well-typed. This relation is overloaded to type branches (see the BRANCH rule) and conditions (see the CONDITION rule). These relations make use of additional relations: \( \mathcal{S}(\tau) \) (figure 6.3) which states that type \( \tau \) is a signal type; \( P(\Gamma, \rho, \tau) \) which extends an environment \( \Gamma \) with variables bound in pattern \( \rho \) where pattern \( \rho \) has type \( \tau \) (its definition is omitted) and \( L(\Gamma_e, \Gamma_s, B, M, \tau) \) which, given the label \( M \) of a mode, states that \( M \) is a mode defined by the set of branches \( B \) and that \( \tau \) is the type of the argument of mode \( M \) under environments \( \Gamma_e \) and \( \Gamma_s \).

6.3 — CORE LANGUAGE

After type-checking, the surface language is transformed into a core language, which is a simplified version of the surface language. Note that this transformation essentially concerns the language of signal relation, the functional part of the language is mostly unchanged,
with the exception that all polymorphic functions are made monomorphic. That is, when a polymorphic expression is used and instantiated with a type in which no type variable (signal or expression) appears, the expression is duplicated and replaces the original expression at the use site. Naturally, when an expression is instantiated several times with the same type, a single shared duplicate is created.

At the signal level, all signals are flattened in such a way that every signal identifier has type `real`. Complex patterns are flattened to lists of identifiers\(^a\). Equations between product types of signals are converted into list of equations between the constituent. Finally, the derivative of signals on which `deriv` is applied is computed, such that `deriv` is only applied to variables. This can lead to a variable being differentiated multiple times, so the core language supports a notion of `n` differentiated identifiers. The identifier itself is then represented as its 0-th derivative. When the derivative of a signal appears in an event, a dummy-variable equal to said derivative is introduced and replaces the derivative in the event. This is to avoid cases like the following:

```plaintext
let bar = sigrel x {
```

---

\(^a\) This is always possible since, after monomorphisation, signal types can only be nested products types of real.
6.3. Core language

Figure 6.6: Hydra’s equations typing rules

<table>
<thead>
<tr>
<th>Equation</th>
<th>InitEquation</th>
<th>Local</th>
</tr>
</thead>
</table>
| \[ \Gamma_e, \Gamma_s \vdash s_1 : \tau \quad \Gamma_e, \Gamma_s \vdash s_2 : \tau \]
| \[ \Gamma_e, \Gamma_s \vdash s_1 = s_2 \] | \[ \Gamma_e, \Gamma_s \vdash _{\text{init}} \quad \Gamma_e, \Gamma_s \vdash s_1 = s_2 \] | \[ \Gamma_e, \Gamma_s \vdash _{\text{let}} P \{ E \} \] |

<table>
<thead>
<tr>
<th>Sequence</th>
<th>App</th>
</tr>
</thead>
</table>
| \[ \Gamma_e, \Gamma_s \vdash E_1 \quad \Gamma_e, \Gamma_s \vdash E_2 \]
| \[ \Gamma_e, \Gamma_s \vdash E_1; E_2 \] | \[ \Gamma_e \vdash e : \text{SR} \tau \quad \Gamma_e, \Gamma_s \vdash s : \tau \]
| \[ \Gamma_e, \Gamma_s \vdash e \odot s \] |

<table>
<thead>
<tr>
<th>Switch</th>
</tr>
</thead>
</table>
| \[ \mathcal{L} \left( \Gamma_e, \Gamma_s, M, B, \tau \right) \]
| \[ \Gamma_e \vdash e : \tau \quad \Gamma_e, \Gamma_s \vdash B \]
| \[ \Gamma_e, \Gamma_s \vdash \text{switch init } M(e) \] |

<table>
<thead>
<tr>
<th>Branch</th>
</tr>
</thead>
</table>
| \[ \mathcal{L} \left( \Gamma_e, \Gamma_s, M, B, \tau \right) \quad P(\Gamma_e, p, \tau), \Gamma_s \vdash E \]
| \[ \Gamma_e, \Gamma_s \vdash B \vdash C \]
| \[ \Gamma_e, \Gamma_s \vdash \text{mode } M(p) \rightarrow E \] |

<table>
<thead>
<tr>
<th>Condition</th>
</tr>
</thead>
</table>
| \[ \Gamma_e, \Gamma_s \vdash e : \text{real} \]
| \[ \mathcal{L} \left( \Gamma_e, \Gamma_s, M, B, \tau \right) \quad \Gamma_e, \Gamma_s \vdash e' : \tau \]
| \[ \Gamma_e, \Gamma_s \vdash \text{when up}(e) \rightarrow M(e') \] |

In bar, the derivative of \( x \) is not necessarily defined, since \( x \) might be an algebraic variable. During the translation to core, a dummy-variable is introduced as follows:

```plaintext
let bar = sigrel x {
    let dx {
        dx = der x;
        switch init Foo(0)
            mode Foo(y) \rightarrow x = y
                when up(dx) \rightarrow Foo(x)
    }
}
```

The added equation and variable force the existence of \( \text{der } x \) in the signal relation and avoid any unpleasant surprises later on, such as the derivative of \( x \) being required for detecting an event but never being properly computed by the numerical solver.
The only extension to the functional layer of the language is the ability to select tuple fields, with a syntax similar to record label selectors. This is useful when flattening signal relations of that form:

```
let ex (c : (real, real)) =
  sigrel x, y {
    (x, y) = c
  }
```

which can translate to the following:

```
let ex (c : (real, real)) =
  sigrel x, y {
    x = c.0;
    y = c.1;
  }
```

without the need to flatten c.

Figure 6.7 shows the abstract syntax of equations and signals in the core language.

In the following discussions, in particular chapter 7, the core language will be used rather than the surface language.

6.4 — A SIMPLE SIMULATION METHOD

In this section, a simple translation from the core language to a hybrid dae is presented. Here a hybrid dae is defined as a dae paired with a set of events to monitor and a transition function, which produces a new hybrid dae when an event is triggered. A simple simulation method is then presented for such a hybrid dae. Finally, the feasibility and shortcomings of this representation are discussed. In particular, the difficulties associated with the translation being highly non-modular are discussed; their origin is analysed and will lead to the modular compilation scheme for HYDRA which will be presented in the next chapter.

6.4.1 — Extracting dae from signal relations

Given a signal relation and the modes in which each switch currently is, it is possible to extract a dae, that is, a set of variables and undirected equations. It is in general only partial: the modular approach promoted by HYDRA makes it so that most signal relations do not fully specify the value of all signals in the system.

In addition, it is possible to extract a set of additional equations that hold at the very first time instant and the set of variables to be reinitialised. For this step, it is important to know whether a given switch has just been activated through a transition. This is necessary for deciding whether a given initialisation equation is active.
Figure 6.7: Core language abstract syntax

\[
\begin{align*}
\langle \text{signal} \rangle & ::= \langle \text{expr} \rangle \\
& \mid \text{der}_n \langle \text{identifier} \rangle \quad (n\text{-th derivative, } n \text{ statically known}) \\
& \mid \langle \text{signal} \rangle \oplus \langle \text{signal} \rangle \\
& \mid \langle \text{unop} \rangle \langle \text{signal} \rangle \\
& \mid \langle \text{signal} \rangle , \langle \text{signal} \rangle \\
& \mid \langle \text{condition} \rangle \\
\langle \text{condition} \rangle & ::= \langle \text{when} \rangle \langle \text{event} \rangle \rightarrow \langle \text{identifier} \rangle (\langle \text{identifier} \rangle ^* ) \\
\langle \text{relation} \rangle & ::= \langle \text{signals} \rangle = \langle \text{signal} \rangle \\
& \mid \langle \text{init} \rangle \langle \text{signal} \rangle = \langle \text{signal} \rangle \\
& \mid \langle \text{let} \rangle \langle \text{pattern} \rangle \{ \langle \text{relation} \rangle \} \\
& \mid \langle \text{relation} \rangle ; \langle \text{relation} \rangle \\
& \mid \langle \text{switch} \rangle \langle \text{init} \rangle \langle \text{initMode} \rangle \langle \text{branch} \rangle \\
\langle \text{branch} \rangle & ::= \langle \text{mode} \rangle \langle \text{Identifier} \rangle (\langle \text{identifier} \rangle ^* ) \rightarrow \\
& \\quad \langle \text{reinit} \rangle \langle \text{identifier} \rangle ^* \langle \text{equation} \rangle \langle \text{condition} \rangle ^* \\
\langle \text{condition} \rangle & ::= \langle \text{when} \rangle \langle \text{event} \rangle \rightarrow \langle \text{Identifier} \rangle (\langle \text{identifier} \rangle ^* ) \\
\langle \text{event} \rangle & ::= \langle \text{up} \rangle \langle \text{identifier} \rangle \\
& \mid \langle \text{down} \rangle \langle \text{identifier} \rangle \\
& \mid \langle \text{updown} \rangle \langle \text{identifier} \rangle \\
\langle \text{pattern} \rangle & ::= i \quad \langle \text{pattern} \rangle ^* \\
\langle \text{expr} \rangle & ::= i \\
& \mid c \\
& \mid \langle \text{expr} \rangle \langle \text{expr} \rangle \\
& \mid \langle \text{fun} \rangle \langle \text{pattern} \rangle \rightarrow \langle \text{expr} \rangle \\
& \mid \langle \text{sigrel} \rangle \langle \text{pattern} \rangle \{ \langle \text{relation} \rangle \} \
\end{align*}
\]
Chapter 6. Detailed specification of Hydra

Assuming all initialisation equations are active whenever a switch occurs would be problematic. For instance, in the example circuit that was used in this chapter, it is clear that the initialisation equation which sets the voltage through the capacitor to 0 at the first time instant should not be used if a structural change somewhere else in the circuit occurs (e.g. in the definition of the voltage source). A similar rule is in place for reinitialisation statements in branches: they only hold when the branch has just been entered through a transition, or if the branch is the first branch of the switch and the switch has just become active.

These informations can be encoded in a state type, which gives the state a given switch is in (containing the label of the active mode, along with the values of the mode’s arguments), whether it is the first time it is active, and the state of any switch appearing inside the active branch. No other state is needed for other constructs of Hydra, in the absence of signal relation applications after inlining. The state of a list of equations can simply be represented as the list of the states of each equations.

An alternative would be to use a similar combinator as the one used in FRP: switching then amounts to applying a function, which can generate initialisation equations and reinitialisation information at the point of application and then the rest of the DAE. The difficulties with efficiently representing such switches have already been discussed in part I. Currently Hydra does not use this representation to avoid some complexity in the code generation, preferring the representation with explicit labels, which essentially amount to the representation discussed at the start of §3.4.3. The implementation of a general switch combinator like the one in FRP is left as future work, but I would expect the work presented in part I to adapt well to the compiled setting of FHM.

Extraction functions can then be implemented that produce the list of equations, initialisation equation, reinitialisation information, etc. The advantage of explicitly representing the state outside of the equation system is that this allows a transition function to be defined simply as producing a new state, and not a whole equation system, which maps better to an implementation. Figure 6.9 gives 3 examples of such functions: R, which extracts the list of active equations from a signal relation, I, which produces the list of additional initialisation equations and Reinit, which extracts a list of reinitialised signals from the signal relation.

This translation of Hydra to systems of differential equations can be seen as an informal semantics for signal relations. This method is used by other non-causal languages, for instance Modelica, which gives meaning to models by specifying their translation to systems of equations [103]. A similar approach was used in [32] to propose a

---

103. Modelica Association, Modelica Language Specification. 2021

---

\(^{a}\) When a transition is taken that doesn’t change the mode a switch is in, e.g. in the definition of triangle_wave, the switch is still considered to have been newly entered.
6.4. A simple simulation method

Figure 6.8: Simulation process of a HYDRA signal relation

6.4.2 — Simulation

After the equations have been extracted, the resulting DAE, extended with its initial conditions, can be solved with the techniques presented in chapter 5. Index-reduction is performed, in order to produce a DAE of index-1, eventually differentiating some equations in the system. Initialisation can then be performed using an algebraic solver and the dynamic simulation proceeds using a DAE solver. Events are monitored by the solver and when one occurs, the transition function produces a new state, which is used to construct a new hybrid DAE, and the process repeats.

The simulation loop is summarized with the diagram in figure 6.8.

6.4.3 — Interpretation or compilation strategies

From the list of equations representing an index-1 DAE, it is possible to extract a residual function to provide to a numerical solver. This can be done either by providing an interpreter or by generating machine code from the list of equations.

When generating code, there are some advantages to this whole-program compilation approach, particularly for optimisations; both of the original equation systems (e.g. equalities and otherwise trivial equations can easily be eliminated) and of its representation in code:

63. Giorgidze, 'First Class Models'. 2012

semantics for FHM models. In [63], the author instead proposed an ideal semantics based on viewing signal relations as second-order logic predicates: signal relations were then viewed through the lens of the ideal definition of functions from time-varying value to logic properties given in §5.5.
there is usually no conditionals or jumps in the code nor function calls (apart from elementary mathematical functions), which gives the backend a lot of room to optimise.

However, it also has obvious disadvantages. As models become large, many equations appear multiple times and get duplicated unnecessarily [34, §2.6]. This causes long compilation time, which cannot be shortened by partially compiling code. [77] also cites legal and economic concerns, since it is impossible to distribute a library for a non-causal language as a compiled artifact. In the context of hybrid models, the problem is made worse, since a new \( \text{DAE} \) is generated at each mode change. For that reason, implementations of hybrid non-causal languages have usually been either interpreted [154] or made use of a JIT compiler [57, 65].

It would be much better if partial models (partial signal relations in Hydra’s case) could be compiled independently. That is, if code would be generated for the residual function corresponding to the list of equations that form a signal relation once and reused wherever the signal relation is applied.

While it is possible in the context of causal modelling, it is not so with non-causal models due to higher-index systems. In such cases, additional equations must be provided that correspond to differentiated versions of existing ones. Existing index-reduction algorithms are not modular, in the sense that it is not possible to determine which equation must be differentiated without having a complete view of the system. This is also a problem for hybrid systems since the \( \text{DAE} \) of one mode may have a different index from the \( \text{DAE} \) in the other mode or require different equations to be differentiated. Determining the complete set of equations that needs to be differentiated requires enumerating every possible mode, which is not generally possible in the presence of unbounded structural dynamism. Although recent work [29] has been proposed to compute the set of latent equations for a dynamic model, the model still has to be complete at the moment the algorithm is applied.

The solution to this problem would be to generate code that can compute an arbitrary derivative of a Hydra signal. When a differentiated version of an equation is needed, there would then be no need to generate new code. However, commonly used techniques for performing differentiation of equations do not usually allow for this. The next chapter will then explore an alternative approach, called \( \text{order-parametric differentiation} \), which allows for the generation of code able to compute any derivative of the expression it represents efficiently. This allows to compile Hydra ahead-of-time and in a modular fashion.
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Figure 6.9: Extracting a DAE automata from a signal relation

| State   | ::= | ε                                      |
|         |     | State ∷ State                           |
|         |     | Bool × Mode × State                     |

| R(_, x = y) | =  | [x − y]                                 |
| R(_, init x = y) | =  | []                                      |
| R(S, let p in e) | =  | R(S, e)                                 |
| R(_, t(e), S, switch B) | =  | R(S, B!t(e))                           |
| R(S₁ ∶ S₂, e₁; e₂) | =  | R(S₁, e₁) ++ R(S₂, e₂)                 |

| I(_, x = y) | =  | [x − y]                                 |
| I(_, true, init x = y) | =  | [x − y]                                 |
| I(_, false, init x = y) | =  | []                                      |
| I(S, new, let p in e) | =  | I(S, new, e)                            |
| I((new, t(e), S, switch B) | =  | I(S, new, B!t(e))                     |
| I(S₁ ∶ S₂, new, e₁; e₂) | =  | I(S₁, new, e₁) ++ I(S₂, new, e₂)     |

| V(_, x = y) | =  | []                                      |
| V(_, init x = y) | =  | []                                      |
| V(S, let p in e) | =  | pV ∷ (S, e)                             |
| V(_, t(e), S, switch B) | =  | V(S, new, B!t(e))                     |
| V(S₁ ∶ S₂, e₁; e₂) | =  | V(S₁, e₁) ++ V(S₂, e₂)                |

| Re(_, _, x = y) | =  | []                                      |
| Re(_, true, init x = y) | =  | []                                      |
| Re(_, false, init x = y) | =  | []                                      |
| Re(S, new, let p in e) | =  | I(S, new, e)                            |
| Re((true, t(e), S, switch B) | =  | Reinit(B!t(e)) ++ Re(S, new, B!t(e))   |
| Re(S₁ ∶ S₂, new, e₁; e₂) | =  | Re(S₁, new, e₁) ++ I(S₂, new, e₂)     |
Modular compilation of signal relations

In the previous chapter, the Hydra language was introduced. At the end of the chapter, the interpretation of signal relations as Differential Algebraic Equation (DAE) was presented and implementation strategies were discussed. In particular, the fact that, because of higher-index systems, which potentially requires arbitrary differentiation of part of the equation system, non-causal languages are typically not compiled modularly. The drawbacks of this whole-program approach was also touched upon.

In this chapter, to address these problems, we explore the possibility of generating code capable of computing an arbitrary derivative of a formula. Computation of arbitrary derivatives of an expression has been explored in the automatic differentiation literature. For instance, Karczmarczuk [84] showed how, exploiting lazy evaluation, derivatives of arbitrary order can be computed on demand. However, questions of efficiency aside, the runtime support needed for lazy evaluation is considerable and not a particularly natural fit with the DAE solvers and other components typically used for implementing this class of languages. Instead, this chapter presents an approach called order-parametric differentiation where the code generated for an expression is parametrised on the order of the derivative. It can thus be used to compute any derivative at any point (including the undifferentiated value of the expression for order 0). The objective is to generate modular code in the usual, programming-language sense of the term. Compilers for programming languages, like C, Java or Haskell, compile the code for a function once and then simply use a symbol to jump into the body of the function when it is being called. This allows separately compiled modules to be joined by a linker, without further compilation as such. Simulation code for models should also be compiled into a function and use the same mechanism when one model is used in another, allowing separately compiled models to be linked in the conventional sense. The ideas presented here are applicable generally and not limited to Hydra or FHM. Further, there are pros and cons of the proposed approach, and as such it should be viewed as a complement to existing implementation techniques for cases where true modular compilation is particularly important, not necessarily as a complete replacement for existing techniques.

This chapter is organised as follows. In §7.1, an intermediate form
7.1. The Intermediate Imperative Representation

Hydra ultimately compiles to LLVM [89], which is a low-level lan-
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guage using Static Single Assignment (ssa) form [131]. It is specifically designed to be used by compilers as an intermediate representation between the original language and machine-code. The LLVM project is a large effort that provides infrastructure for compiler implementers based on the LLVM intermediate representation. It provides compilers (ahead-of-time or just-in-time), optimisers, debuggers, etc. for a wide variety of architectures. For a language like HYDRA, where execution speed is of prime importance but with little programmer time available to implement the compiler, LLVM is a particularly good fit, as it enables the compilation of HYDRA to efficient code with minimum effort.

While it is possible to compile HYDRA signals and equations directly to LLVM, it would make the discussion in this chapter much harder to follow: LLVM is not intended to be written or read by humans and is a fairly large language of which HYDRA uses a significant portion of. Having a custom intermediate language which contains exactly what is needed for compilation is therefore a better solution for the clarity of the exposition. In later section, it will also prove useful for some parts of the code generator. In particular §7.3.3 will demonstrate how some operations are in fact easier to perform over this intermediate form than over the original representation of signals.

This new language is called Intermediate Imperative Representation (IIR). As its name suggests, it is a small imperative language with just the necessary constructs to compile HYDRA signals to efficient machine code. Its abstract syntax is given in figure 7.1. The reader might find it helpful to pay attention to the following points. Firstly, note that signals, represented by a pair of an identifier and differentiation index are separate from mere identifiers, which contain the results of intermediate computations. Note that the differentiation index need not be a constant. Then, operators (unary or binary) can only be applied to atomic expressions. When writing example programs, this constraint will sometimes be relaxed for the sake of clarity. Finally the language supports pointers and explicit memory allocation, the latter being introduced with the keyword ‘allocate’. The way memory allocation is dealt with efficiently will be discussed in §7.3.2. Note that offsets of pointers are computed with the \( x[i] \) syntax, which represents a pointer offset by \( i \) from \( x \). Unlike in C, the pointer is not automatically dereferenced, this is done using ‘!’. Storing a value in memory location is done with the syntax \( p \leftarrow x \), which stores the value \( x \) at pointer \( p \). The language is typed, with the type system supporting integers, reals and pointers over types. The unit type \( \top \) is used to give a type to the result of expression constructed with \( \leftarrow \) or ‘iter’.

There is no notion of program application in the syntax. However for the purpose of clarity, the application of a program \( p \) with \( n \) arguments to \( n \) atomic expression is defined as expanding to the body of the program where the named arguments have been substituted by the

arguments. This application is denoted by \( p(x_1, x_2, \ldots, x_n) \).

7.2 — Compiling equations

7.2.1 — Introduction to automatic differentiation

Numerical differentiation [27] approximates the value of a derivative in a point from the original function (or program), typically by approximating the derivative with the growth rate between two points next to the point of evaluation of the derivative. It is, in essence, the opposite of numerical integration. Its main disadvantage is the imprecision it suffers from. In a general purpose modelling language, this can be problematic since the compiler is expected to handle a wide variety of systems equally well. An alternative is symbolic differentiation, which operates on the analytic representation of the function to produce a representation of the derivative. Although it produces exact results, the size of the representation grows quickly and can lead to inefficiencies if naively translated to machine code, as a lot of subterms appear multiple times.

Automatic differentiation is an alternative approach that does not suffer from either problem. It doesn’t have to be applied to a mathematical expression but can even be applied directly to the representation of a computer program. The idea of automatic differentiation is to consider that the derivative of every subterm in a program can be computed independently. If that subterm is named, then its derivative can be computed once and reused at will when it is required again.

Consider for instance the following function:

\[
\begin{align*}
f(t) &= \sin(2t) + t^3 \\
&= \underbrace{\sin(2t)}_{x_1} + \underbrace{t^3}_{x_2}
\end{align*}
\]

It can be compiled as an \texttt{iir} program with one input, the real \( t \):

Program \( t : \mathbb{R} \)

\begin{verbatim}
let x1 := 2 * t in
let x2 := sin(x1) in
let x3 := t^3 in
x2 + x3
\end{verbatim}

Suppose one wished to emit a program that could compute \( f' \), given the value of \( t \). By symbolic differentiation, the expression for \( f' \) would be:

\[
f'(t) = 2 \cos(2t) + 3t^2
\]

The idea of automatic differentiation is that the program that implements this function, reduces to a composition of elementary operations and functions. This is particularly visible in \texttt{iir} where operators
are only applied to atomic expressions. Consider the program representing $f$. The final expression in the program $x_2 + x_3$ can be easily differentiated knowing the derivative of $x_2$ and $x_3$. These derivatives can be computed easily from their definition, which might require further differentiation of other definitions or other definitions to be introduced if the derivative cannot be computed with just one operation, for instance the derivative of the product requires two multiplications and an addition. This procedure describes forward mode automatic differentiation and, applied to the code for $f$, it yields the following program for $f'$:

```
Program t : ℝ
let x₁ := 2 * t in
let x₁' := 2 in
let x₂ := sin(x₁) in
let y₁ := cos(x₁) in
let x₂' := x₁' * y₁ in
let x₃ := t³ in
let y₂ := t² in
let x₃' := 3 * y₂ in
x₁' + x₃'
```

One can then repeat the operation to compute higher-order derivative, like the second order derivative of $f$ below. Note that it is beneficial in this case to remember whether an identifier binds the derivative of a previous identifier or not, e.g. it is important to remember that $x₁'$ is the first-order derivative of $x₁$:

```
Program t : ℝ
let x₁ := 2 * t in
let x₁' := 2 in
let x₁'' := 0 in
let x₂ := sin(x₁) in
let y₁ := cos(x₁) in
let y₁' := x₁' * x₂ in
let x₂' := x₁' * y₁ in
let y₃ := x₁'' * y₁ in
let y₄ := x₁' * y₁' in
let x₂'' := y₃ + y₄ in
let x₃ := t³ in
let y₂ := t² in
let y₂' := 2 * t in
let x₃' := 3 * y₂ in
let x₃'' := 6 * y₂' in
x₁'' + x₃''
```

In contrast with symbolic differentiation, automatic differentiation
allows previously computed values of the derivatives of subexpressions to be reused and, in general, only yields code that is a constant factor larger than the original code [70].

7.2.2 — Order-parametric differentiation

Automatic differentiation is thus an efficient technique to compute the derivative of a function represented by a program. While applying it repeatedly allows for higher-order derivatives to be computed, the requirement to generate modular code is that a single program can compute any derivative of an expression. This clearly cannot be done with the first-order scheme that was presented earlier without resorting to recompilation or symbolic manipulation.

The idea of this work is instead to consider other rules of differentiation, that are parametric in the order of differentiation. The mathematical background is established in this section, which shows out to obtain symbolic formulations for the $n$-th derivative of mathematical expressions. A generalisation of the automatic differentiation strategy presented earlier is then established; and the full translation of HYDRA signals into IIR programs able to compute an arbitrary derivative of a signal is shown.

7.2.2.1 — Mathematical background

Let’s consider this simple function, defined for some constant $k \in \mathbb{R}$:

$$ f(t) = t^k $$

The successive derivatives of $f$ are:

$$ f'(t) = k t^{k-1} $$
$$ f''(t) = k(k-1) t^{k-2} $$
$$ f^{(3)}(t) = k(k-1)(k-2) t^{k-3} $$
$$ \vdots $$
$$ f^{(10)}(t) = k(k-1) \cdots (k-9) t^{k-10} $$
$$ \vdots $$

A pattern quickly becomes apparent and one can see that $f^{(n)}$ is given by the following formula $a$:

$$ f^{(n)}(t) = t^{k-n} \prod_{i=0}^{n-1} (k-i) $$

Many common functions admit such formulas for their $n$-th derivatives. In particular this holds for all the functions supported by HYDRA and by the C math header library [81], which are given in table 7.1. This table also gives the formulas for multiplication and division by treating it as a product and an exponentiation with exponent $-1$. 

---

$a$. Note that, when $k$ is a natural number, this formula also gives $f^{(n)}(t) = 0$, when $n > k$, since one of the factors in the product is $k - k$. 

### Table 7.1: $n$-th derivative of unary functions

<table>
<thead>
<tr>
<th>Expression</th>
<th>$n$-th derivative</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\exp(t)$</td>
<td>$\exp(t)$</td>
<td></td>
</tr>
<tr>
<td>$\ln(t)$</td>
<td>$\ln(t)$</td>
<td>if $n = 0$</td>
</tr>
<tr>
<td></td>
<td>$(\frac{1}{t})^{(n-1)}$</td>
<td>otherwise</td>
</tr>
<tr>
<td>$t^k$</td>
<td>$t^{k-n} \sum_{i=0}^{n} (k-i)$</td>
<td>For any constant $k \in \mathbb{R}$</td>
</tr>
<tr>
<td>$k^p$</td>
<td>$\ln(k) \psi(k)$</td>
<td>For any strictly positive real constant $k$</td>
</tr>
<tr>
<td>$p(t)q(t)$</td>
<td>$(\exp(q(t) \ln(p(t))))^{(n)}$</td>
<td></td>
</tr>
<tr>
<td>$\sin(t)$</td>
<td>$\sin(t)$ if $n = 4k$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\cos(t)$ if $n = 4k + 1$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$-\sin(t)$ if $n = 4k + 2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$-\cos(t)$ if $n = 4k + 3$</td>
<td></td>
</tr>
<tr>
<td>$\tan(t)$</td>
<td>$\sin^{(n+1)}(t)$</td>
<td></td>
</tr>
<tr>
<td>$\psi$</td>
<td>$\psi(t)$</td>
<td></td>
</tr>
<tr>
<td>$\sinh(t)$</td>
<td>$\sinh(t)$ if $n$ is even</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\cosh(t)$ if $n$ is odd</td>
<td></td>
</tr>
<tr>
<td>$\cosh(t)$</td>
<td>$\sinh^{(n+1)}(t)$</td>
<td></td>
</tr>
<tr>
<td>$\tanh(t)$</td>
<td>$\sinh^{(n)}(t) \cosh(t)$</td>
<td></td>
</tr>
<tr>
<td>$\arcsin(t)$</td>
<td>$\arcsin(t)$ if $n = 0$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$(\frac{1}{\sqrt{1-t^2}})^{(n-1)}$ if $n &gt; 0$</td>
<td></td>
</tr>
<tr>
<td>$\arccos(t)$</td>
<td>$\arccos(t)$ if $n = 0$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$(-\frac{1}{\sqrt{1-t^2}})^{(n-1)}$ if $n &gt; 0$</td>
<td></td>
</tr>
<tr>
<td>$\arctan(t)$</td>
<td>$\arctan(t)$ if $n = 0$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$(\frac{1}{1+t^2})^{(n-1)}$ if $n &gt; 0$</td>
<td></td>
</tr>
<tr>
<td>$\operatorname{asinh}(t)$</td>
<td>$\operatorname{asinh}(t)$ if $n = 0$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$(\frac{1}{\sqrt{1+t^2}})^{(n-1)}$ if $n &gt; 0$</td>
<td></td>
</tr>
<tr>
<td>$\operatorname{acosh}(t)$</td>
<td>$\operatorname{acosh}(t)$ if $n = 0$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$(\frac{1}{\sqrt{t^2-1}})^{(n-1)}$ if $n &gt; 0$</td>
<td></td>
</tr>
<tr>
<td>$\operatorname{atanh}(t)$</td>
<td>$\operatorname{atanh}(t)$ if $n = 0$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$(\frac{1}{1-t^2})^{(n-1)}$ if $n &gt; 0$</td>
<td></td>
</tr>
<tr>
<td>$\Gamma(t)$</td>
<td>$\Gamma(t) \psi(t)$</td>
<td>$\psi$ is the digamma function. Programs for computing its value can be found in [85].</td>
</tr>
<tr>
<td>$\psi$</td>
<td>$D_{1}(t) = \psi(t)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$D_{k}(t) = D_{k-1}(t) + \psi(t)D_{k-1}(t)$</td>
<td></td>
</tr>
<tr>
<td>$p(t)q(t)$</td>
<td>$\sum_{i=0}^{n} \binom{n}{i} p^{(i)}(t)q^{(n-i)}(t)$</td>
<td></td>
</tr>
<tr>
<td>$\frac{p(t)}{q(t)}$</td>
<td>$(p(t)q(t)^{-1})^{(n)}$</td>
<td></td>
</tr>
</tbody>
</table>
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Some of these functions do not have a direct formula for their derivatives, but can be expressed in terms of combinations of other functions. This is the case for tan and tanh, which can be expressed as respectively $\frac{\sin}{\cos}$ and $\frac{\sinh}{\cosh}$. The derivatives of some functions, such as the inverse trigonometric and hyperbolic functions, can be computed from their $(n - 1)$-th derivative. Some of the formulations given here are not optimal, this will be discussed in section 8.3.1.

A crucial rule is missing from table 7.1: the one for composition. Computing the $n$-th derivative of a composition of two functions can be done using Faà di Bruno’s formula. It is a generalisation of the chain rule, which states that $(f \circ g)'(t) = g'(t)f''(g(t))$. The formula makes use of the notion of partitions of a natural number, which is defined as:

**Definition 7.2.1 (Partitions of natural numbers).** The partitions of a natural number $n$ is the set of $n$-tuple of natural numbers $(m_1, ..., m_n)$ such that:

$$1 \cdot m_1 + 2 \cdot m_2 + \cdots + n \cdot m_n = n$$

A partition of $n$ corresponds to a way $n$ can be split into smaller numbers. For instance, 4 has 4 partitions $(0, 0, 0, 1)$ ($4 = 1 \times 4$), $(1, 0, 1, 0)$ ($4 = 1 \times 1 + 2 \times 1$), $(2, 1, 0, 0)$ ($4 = 2 \times 1 + 1 \times 2$), $(0, 2, 0, 0)$ ($4 = 2 \times 2$) and $(4, 0, 0, 0)$ ($4 = 4 \times 1$). In the following, $P_n$ denotes the set of partitions of $n$ and $|P_n|$ the number of partitions of $n$, simply called the partition number [71]. From that definition, it is possible to define the $n$-th derivative of the composition of two functions.

**Theorem 7.2.1 (Faà di Bruno’s formula).** The $n$-th derivative of the composition of two $C^n(\mathbb{R})$ functions $f$ and $g$ is a $C^n(\mathbb{R})$ function given by the following formula [5, 60, 61]:

$$(f \circ g)^{(n)}(t) = \sum_{(m_1, ..., m_n) \in P_n} \frac{n!}{m_1!m_2!2^m_2 \cdots m_n!n!m_n} f^{m_1 + \cdots + m_n}(g(t)) \cdot \prod_{j=1}^{n} (g(j))^{m_j}$$

(Faà di Bruno’s formula)

The formula is quite daunting, however one can get a better sense of what it means by defining the following quantities associated with a partition $p = (m_1, ..., m_n) \in P_n$:

$$\eta(p) = \frac{n!}{m_1!m_2!2^{m_2} \cdots m_n!n!m_n}$$

$$\sigma(p) = m_1 + m_2 + \cdots + m_n$$

Then the formula becomes:

$$(f \circ g)^{(n)}(t) = \sum_{p \in P_n} \eta(p) \cdot f^{\sigma(p)}(g(t)) \cdot \prod_{j=1}^{n-\sigma(p)+1} (g(j))^{m_j}$$
It is simply a sum of terms of the form of a derivative of \( f \) multiplied by some derivatives of \( g \). Note that in the formula above, the bound on the inner product has been shortened to \( n - \sigma(p) + 1 \). Indeed, it is easy to show that \( m_j = 0 \) if \( j > n - \sigma(p) + 1 \). Another formulation, which will prove useful, consists of factoring the terms of the form \( f^{(\sigma(p))} \). \( \sigma(p) \) must be between 0 and \( n \), but there are typically many more partitions in \( P_n \). The corresponding factors can be expressed in terms of the partial Bell polynomials \([9]\), which are defined for a given \( n \) and \( k \) as:

\[
B_{n,k}(x_1, \ldots, x_{n-k+1}) = \sum_{\sigma(p) = k} \eta(p) \cdot \prod_{j=1}^{n-k+1} (x_j)^{m_i}
\]

Note that the sum spans on those partitions whose coefficients sum to \( k \). It follows that Faà di Bruno’s formula can then be rewritten as:

\[
(f \circ g)^{(n)} = \sum_{i=1}^{n} f^{(k)}(g(t)) \cdot B_{n,k}(g'(t), g''(t), \ldots, g^{(n-k+1)}(t))
\]

### 7.2.2.2 — A generalised automatic differentiation scheme

The efficiency of the proposed scheme will be discussed in greater details in later sections, in particular the efficiency of Faà di Bruno’ formula. However it is enough for now to recognise that the formulas we’ve discussed in section 7.2.2.1 can be used to express HYDRA signals as IIR programs. However, like in the first-order case, the translation of symbolic expressions to programs must make use of memoisation as much as possible. In the first-order case, this was done by associating to every identifier in the original IIR program, an identifier in the differentiated IIR program. In the present case, as there is an unknown number of derivatives being computed, one must then associated an array containing the \( n \) derivatives of the identifier. The rules of differentiation or order-parametric differentiation can then be applied in exactly the same way.

The translation from HYDRA to order-parametric IIR programs is now presented in the form of the function \( T \), which given an HYDRA signal produces a program that takes as input the order of differentiation \( n \) and a real pointer pointing to a block of reals of size \( n \) that will contain the values of the first \( n \) derivatives of the compiled signal after the execution of the program. This translation makes use of an intermediate function \( C \), defined in figure 7.3, which produces a program that, given an array containing the \( n \) values of \( f^{(i)}(g(t)) \) and an array containing the values of \( g^{(i)}(t) \), computes the first \( n \)-th derivative of \( f \circ g \) using Faà di Bruno’s formula.

### 7.2.3 — Computing with Faà di Bruno’s formula

Let’s consider the program in figure 7.3 and expand the computation of \( f \circ g_n \) for \( n = 4 \) and \( n = 5 \). Assuming the needed information
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Figure 7.2: Translation of Hydra signals to order-parametric IIR programs

Only the + is used to illustrate the translation for binary operators and only sin is used to illustrate the translation for unary operators.

\[
T(D_k(v)) = \begin{align*}
\text{Program } N: \mathbb{Z}, r: \text{Pointer } \mathbb{R} \\
\text{iter } n \text{ from } 0 \text{ to } N \\
\quad \text{let } r_n := r[n] \text{ in} \\
\quad \text{let } npk := n + k \text{ in} \\
\quad r_n \leftarrow \text{Diff}(v, npk) \\
\end{align*}
\]

\[
T(e) = \begin{align*}
\text{Program } N: \mathbb{Z}, r: \text{Pointer } \mathbb{R} \\
r \leftarrow e \\
\text{iter } n \text{ from } 1 \text{ to } N \\
\quad \text{let } r_n := r[n] \text{ in} \\
\quad r_n \leftarrow 0 \\
\end{align*}
\]

\[
T(e_1 + e_2) = \begin{align*}
\text{Program } N: \mathbb{Z}, r: \text{Pointer } \mathbb{R} \\
\text{let } a_1 := \text{allocate } \mathbb{R}[N] \text{ in} \\
\text{T}(e_1)(N, a_1) ; \\
\text{let } a_2 := \text{allocate } \mathbb{R}[N] \text{ in} \\
\text{T}(e_2)(N, a_2) ; \\
\text{iter } n \text{ from } 0 \text{ to } N \\
\quad r[n] \leftarrow !a_1[n] + !a_2[n] \\
\end{align*}
\]

\[
T(\sin(e)) = \begin{align*}
\text{Program } N: \mathbb{Z}, r: \text{Pointer } \mathbb{R} \\
\text{let } g := \text{allocate } \mathbb{R}[N] \text{ in} \\
\text{T}(e)(N, g) ; \\
\text{let } h := \text{allocate } \mathbb{R}[N] \text{ in} \\
\text{T}(e)(N, g) ; \\
\text{iter } n \text{ from } 0 \text{ to } N \\
\quad \text{let } h_n := h[n] \text{ in} \\
\quad \text{let } g_0 := g[0] \text{ in} \\
\quad \text{let } f_n := \\
\qquad \text{let } \text{Sign} := \\
\qquad \quad \text{if } n/2 \mod 2 = 0 \text{ then } 1 \\
\qquad \quad \text{else } -1 \\
\qquad \text{in} \\
\quad \text{let } \text{SinCos} := \\
\qquad \text{if } n \mod 2 = 0 \text{ then } \sin(g_0) \\
\qquad \text{else } \cos(g_0) \\
\qquad \text{in} \\
\quad \text{Sign} \ast \text{SinCos} \\
\quad h_n \leftarrow f_n \\
\end{align*}
\]

C(h, g, r)
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Program $N : \mathbb{Z}, f : \text{Pointer} \ \mathbb{R}, g : \text{Pointer} \ \mathbb{R}, r : \text{Pointer} \ \mathbb{R}$

iter $n$ from 0 to $N$

let $p_n := !p[n]$ in
let $\eta_n := !\eta[n]$ in
let $\sigma_n := !\sigma[n]$ in
let $P_n := !P[n]$ in
let $f \circ g_n :=$

sum $i$ from 0 to $p_n$

let $\eta_i := !\eta_n[i]$ in
let $\sigma_i := !\sigma_n[i]$ in
let $P_i := !P_n[i]$ in
let $\Pi_i :=$

prod $j$ from 1 to $n - \sigma_i + 1$

let $m_i := !P_i[j]$ in
$g[j]^{m_i}$

end in

$\eta_i \ast f[\sigma_i] \ast \Pi_i$

end in

$r[n] \leftarrow f \circ g_n$

end

Figure 7.3: Naïve program for computing the first $n$-th derivative of a function composition

This function assumes the existence of three global values: $p$, $\eta$, $\sigma$ and $P$. $p$ is an integer pointer pointing to an arbitrarily large block of memory, such that $p[n]$ points to the partition number of $n$. $\eta$ and $\sigma$ are pointer to pointers of integers. $\eta[n]$ (resp. $\sigma[n]$) points to a block of memory of size the partition number of $n$ and contains the values for $\eta$ (resp. $\sigma$) for a given partition.

from the partitions of 4 and 5 has already been computed, and after flattening every loop, one gets:

\[
\begin{align*}
    f \circ g_4 & \leftarrow 1 \ast y_1[1] \ast x_1[4] & f \circ g_5 & \leftarrow 1 \ast y_1[1] \ast x_1[5] \\
        & &        & + 1 \ast y_1[5] \ast x_1[1]^5
\end{align*}
\]

Consider further that the exponentiation is implemented as repeated multiplication \(^a\). It is clear that there are a lot of redundant operations between the two computations. By comparison, repeated first-order differentiation can exploit these redundancies either by simple memoisation or by performing Common Subexpression Elimination (cse) after the construction of the expression. However, in our case, one cannot perform such elimination easily, as the actual values of the exponents are hidden inside data structures and a clear relationship between them is non-trivial.

\(a. \) LLVM implements exponentiation of floating point number by exponentiation by squaring, which performs $O(\log(n))$ multiplications.
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By implementing Faa di Bruno’s formula directly, one can see that, indeed, most of the time is spent computing the products of the derivatives of $g$ for all the partitions. This is therefore where progress must be made. In this section, two reformulations of Faa di Bruno’s formula are presented that makes the computation of the first $n$-th derivatives much more efficient. One relies on the structure of partitions, in particular the relationship between a partition of $n$ and its successors. The other relies on a recurrence relation on the partial Bell polynomials.

7.2.3.1 — Exploiting the structure of partitions

In the following, $\gamma_p$ denotes the following function associated with a partition $p$ of $n$:

$$\gamma_p(x_1, \ldots, x_n) = \prod_{j=1}^{n - \sigma(p) + 1} x_j^{m_j}$$

One could then rewrite Faa di Bruno formula (or the Bell’s polynomials) in terms of $\gamma_p$. As mentioned in the previous section there is a need to optimise the computation of this function in Faa di Bruno’s formula. To do so, let’s consider the following lemma $a$.

**Lemma 7.2.1 (Child partition).** Let $p = (m_1, \ldots, m_n)$ be a partition of $n$. Then for all $j \in [1, n]$, $p_j = (m_1, \ldots, m_j + 1, \ldots, m_n, 0, \ldots, 0)$ is a partition of $n + j$.

The partition $p_j$ is the $j$-child of $p$. Respectively, $p$ is called the $j$-ancestor of $p_j$.

A partition therefore has many children, which differ from it by only one coefficient. More importantly, this means that $\gamma_p$ is related with $\gamma_{p_j}$ through the following relation:

$$\gamma_{p_j}(x_1, \ldots, x_{n+j}) = x_j \gamma_p(x_1, \ldots, x_n)$$

Hence if one knows, when computing a term in $(f \circ g)^{(n)}$, an ancestor to a partition of $n$ and the value of $\gamma$ for that partition, then one can avoid having to compute many multiplications.

**Lemma 7.2.2 (Existence of an ancestor).** All partitions of $n$ except the partition $(0, \ldots, 0, 1)$ have at least one ancestor.

Naively, one could then look at these results and suggest the following scheme to compute the partitions of $n$ from the partitions of its predecessor: simply take the $j$-child of each partitions of $n - j$, for $j$ running from 1 to $n - 1$. While indeed one would get all the partitions of $n$ this way, except the trivial partition that doesn’t have an ancestor, one would also get duplicates since an ancestor isn’t unique in general. To use this method, it would be better to have a technique that would consider only some children of the partitions of $n - j$, in such a way that one gets every partition of $n$ exactly ones. The set of ancestors selected is then a set of canonical ancestors for the partitions of $n$: this set can

---

*a. To avoid distracting from the discussion, proofs of the lemmas and theorems given in this section are given in appendix A.*
be used safely to compute the value of $\gamma$ from the previously computed values of $\gamma$ for these ancestor partitions.

A very good canonical ancestor is the closest ancestor. By definition, there can be at most one $j$-child or $j$-ancestor for any partition. It follows that there exist, for every partition with at least one ancestor, a closest ancestor, a $j$-ancestor such that the partition has no $k$-ancestor with $k < j$. The closest ancestor can be determined like so:

**Lemma 7.2.3 (Closest ancestor).** If $p = (m_1, \ldots, m_n)$ is a partition of $n$ whose first non-zero coefficient is $m_j$, where $j < n$, then the closest ancestor of $p$ is its $j$-ancestor.

which entails:

**Theorem 7.2.2 (Closest children).** If $p$ is a partition of $n$ whose first $j$ coefficients are zero, then it is the closest ancestor of its first $j + 1$ children.

In the following, the closest child of a partition $p$ is a child for which $p$ is the closest ancestor. It is now possible to compute the set of partitions of $n$ from the partitions of the predecessors of $n$.

**Theorem 7.2.3 (Recursive constructions of the partitions).** The partitions of $n$ are made of the partition $(0, \ldots, 0, 1)$ and of the $j$ closest children of the partitions of $n - j$, for all $j \in [1, n[-$. This construction results in no duplicate partition.

By ordering the partitions of $n$ in anti-lexicographic order $^a$, the partitions are also ordered in such a way that the partitions that have a closest 1-child appear first, then the partitions that have a closest 2-child, etc. If the data on partitions is stored in such order, it is possible to store an array of $n$ indices, such that the entry at index $j$ points to the first partition whose $j$-th coefficient is 0, meaning that this partition and all the following are the closest ancestor of their children.

**Example.** Let’s try reconstructing the partitions of 6 using ancestry relations with the partitions of previous numbers. Below are the partitions of numbers from 1 to 5, organised in anti-lexicographic order.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2,0)</td>
<td>(3, 0, 0)</td>
<td>(4, 0, 0, 0)</td>
<td>(5, 0, 0, 0, 0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0,1)</td>
<td>(1, 1, 0)</td>
<td>(2, 1, 0, 0)</td>
<td>(3, 1, 0, 0, 0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0, 0, 1)</td>
<td>(1, 0, 1, 0)</td>
<td>(2, 0, 1, 0, 0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0, 2, 0, 0)</td>
<td>(1, 2, 0, 0, 0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1, 0, 0, 0, 1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0, 1, 0, 1, 0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0, 0, 0, 1)</td>
</tr>
</tbody>
</table>

The lines are used to indicate the number of zero coefficients at the start of the partition (partitions below the first line have their first coefficient equal to 0, partitions below the second line have their first and second coefficients equal to 0, etc.). If a partition is below a total of $k$ lines, it has therefore a 1-closest child, a 2-closest child, etc. and a $k + 1$-

---

*a. The partitions with the largest first coefficient appear first, then the partitions with a first coefficient of zero and the largest second coefficient, etc.*
closest child. For instance, the partition \((0, 0, 0, 1)\) of 4 is below 3 lines in total, indicating that its first 3 coefficients are 0.

To construct the partitions of 6 using these informations, we must first take the 1 closest children of the partitions of 5. All the partitions of 5 have a 1-closest child, giving:

\[
\begin{align*}
(6, 0, 0, 0, 0, 0) \\
(4, 1, 0, 0, 0, 0) \\
(3, 0, 1, 0, 0, 0) \\
(2, 2, 0, 0, 0, 0) \\
(2, 0, 0, 0, 1, 0) \\
(1, 1, 0, 1, 0, 0) \\
(1, 0, 0, 1, 0, 0)
\end{align*}
\]

Then, the 2-closest children of the partitions of 4, these corresponds to the partitions of 4 below the first horizontal line (and whose first coefficient is 0), giving:

\[
\begin{align*}
(0, 3, 0, 0, 0, 0) \\
(0, 1, 0, 1, 0, 0)
\end{align*}
\]

Then, the 3-closest children of the partitions of 3, of which there are only one:

\[
(0, 0, 2, 0, 0, 0)
\]

There are no valid ancestors in the partitions of 2 and 1, since those only have 2 and 1-children respectively. Adding the trivial partition:

\[
(0, 0, 0, 0, 0, 1)
\]

gives the 11 partitions of 6.

An implementation of Faà di Bruno’s formula using ancestry relations is given as an \texttt{iir} program in figure 7.4.

### 7.2.3.2 — Exploiting Bell polynomials

Another strategy relies on the following recurrence relation on Bell polynomials [43]:

\[
\begin{align*}
B_{0,0} &= 1 \\
\forall n \geq 1, B_{n,0} &= 0 \\
\forall k \geq 1, B_{0,k} &= 0 \\
B_{n,k}(x_1, \ldots, x_{n-k+1}) &= \sum_{i=1}^{n-k+1} \binom{n-1}{k-1} \cdot x_i \cdot B_{n-i,k-1}(x_1, \ldots, x_{n-i-k})
\end{align*}
\]

Recall that Faà di Bruno’s formula can be expressed using Bell’s polynomials as follows:

\[
(f \circ g)^{(n)}(t) = \sum_{i=1}^{n} f^{(k)}(g(t)) \cdot B_{n,k}(g'(t), g''(t), \ldots, g^{(n-k+1)}(t))
\]

Knowing the values of the Bell polynomials applied to \(g\) for previous values of \(n\), one can then compute \((f \circ g)^{(n)}\) like so:

\[
(f \circ g)^{(n)} = \sum_{k=1}^{n} f^{(k)}(g(t)) \sum_{i=1}^{n-k+1} \binom{n-1}{i-1} g^{(i)}(t) B_{n-i,k-1}(g'(t), \ldots, g^{(n-i-k)}(t))
\]
Program N : Z, f : Pointer ℤ, g : Pointer ℤ, r : Pointer ℤ
let G := allocate Pointer ℤ [N + 1] in
r[0] ← !f[0]
iter n from 1 to N
let P_n := !P[n] in
let G_n := allocate ℤ [P_n] in
G[n] ← G_n
let η_n := !η[n] in
let σ_n := !σ[n] in
let r_1 :=
    sum k from 1 to n
    let G_{n-k} := !G[n-k] in
    let A_{n-k} := !A[n-k] in
    let s := !A_{n-k}[k-1] in
    let P_{n-k} := !P[n-k] in
    sum j from s to P_{n-k}
    let G_{n-k,j} := !G_{n-k,j}[i] in
    G_n[j] ← g[k] * G_{n-k,j}
    let η_j := !η[n][j] in
    let σ_j := !σ[n][j] in
    !η_j ∗ f[σ_j] ∗ !G[j]
end
end
G_n[P_n-1] ← !g[n]
(r[n]) ← r_1 + ![1] ∗ !g[n]
end

To compute the first n derivatives of f ∘ g, this scheme requires exactly \(\frac{(n+1)(n+2)}{2}\) storage space. This is demonstrated on the program in figure 7.5.

7.2.3.3 — Measuring performance  To measure the performance of Faà di Bruno’s formula, the programs in figure 7.3, 7.4 and 7.5 have been translated to C code\(^a\) and benchmarked using Google’s benchmark library \[68\]. The code was compiled with CLANG 12 on a PC running ArchLinux with kernel 5.12.9 with a 4-core Intel i3-7100T @ 3.40 GHz processor. The results are presented in figure 7.7.

An additional benchmark is included, which uses the naïve formulation but exploits the fact that partitions are sparse, the larger the number, the more 0 will appear as a coefficient in its partitions. This is illustrated in figure 7.6. While it shows an improvement on the benchmarks, the benefits are not sufficient to compete with the cleverer formulation fleshed-out in the earlier sections.

\(^a\) The code can be found at https://gitlab.com/chupin/fdb_bench.

68. Google, Benchmark. 2021
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Figure 7.5: Program for computing the first $n$-th derivative of a function composition using Bell’s polynomials recurrence relation

Program $\mathcal{N} : \mathbb{Z}, f : \text{Pointer } \mathbb{R}, g : \text{Pointer } \mathbb{R}, r : \text{Pointer } \mathbb{R}$

let $B := \text{allocate } \text{Pointer } \mathbb{R}[N + 1]$ in
$r[0] ← !f[0]$
let $B_0 := \text{allocate } \mathbb{R}[1]$ in
$B[0] ← B_0$
$B_0[0] ← 1$

iter $n$ from 1 to $N$

let $B_n := \text{allocate } \mathbb{R}[n]$ in
$B[n] ← B_n$

let $f \circ g_n :=$

sum $k$ from 1 to $n$

let $B_{n,k} :=$

sum $i$ from 1 to $n - k + 1$

\[ \text{binom}(n - 1, i - 1) \times !g[i] \times (!B[n - i])[k - 1] \]

end

in
$B[n][k] ← B_{n,k}$

$!f[k] \times B_{n,k}$

end

in
$r[n] ← f \circ g_n$

end

Figure 7.6: Sparsity of partitions. The graph shows the proportion of coefficients that are 0 in the partitions of $n$.

The benchmark clearly shows that using either the ancestry relations derived in section 7.2.3.1 or the recurrence relations on Bell’s polynomial from section 7.2.3.2 provides a much better way to compute the first $n$ derivatives of composition. Choosing between the two simply by virtue of these benchmarks doesn’t seem very easy. Figure 7.8 especially focuses on comparing the two formulations by plotting the ratio of the time taken to compute using Bell’s polynomials recurrence relation over the time taken to compute using ancestry relations. While it seems that the recurrence relation gives overall better results, especially for lower number of differentiations (that one except to encounter more often) and high numbers of differentiation, the difference is still small. Other characteristics of each approach, besides performance, can help guide the decision on which one to prefer for an implementation.

Using Bell’s recurrence relation has the particular advantage that it never uses any informations on the partitions of the integers. Indeed, it only requires to know about the binomial coefficients, which are needed anyway to compute the $n$-th derivative of the product. These coefficients are much easier to compute, using Pascal’s triangle [117], than the coefficients over partitions and there are a lot fewer of them: for a given $n$, there are $n + 1$ non-zero binomial coefficients of the form

117. Pascal, *Traité du triangle arithmétique*. 1654
Figure 7.7: Performance of different implementation of Faà di Bruno’s formula

Figure 7.8: Relative performance of using Bell’s polynomials recurrence relation vs. the ancestry relation
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Now that equations compile to order-parametric code, the main obstacle for the modular compilation of Hydra is out of the way. In this section, the compilation of the rest of what makes up Hydra’s signal relations is presented. Recall that signal relations are first-class objects in Hydra, therefore it only makes sense that their representation in the target language be first-class objects. This allows for the functional level of the language to be implemented as a regular functional language.

The way a signal relation is used for simulation, and by all the parts of the simulator, dictates how it is should be represented. §6.4 (figure 6.8 in particular) showed exactly what steps a simulator took to simulate a dae.

The simulator Hydra uses is implemented by the Hydra runtime. It is in charge of structural analysis, such as index-reduction and state selection, memory management, handling of mode changes and the communication between the solver and the user. The runtime consists of a small C program which is linked to a compiled Hydra signal relation. Some of its limitations have been described in §5.5.6. The solvers are provided by the Sundials solver suite [74]. Sundials is an industrial-strength suite of solvers for numerous types of problems. Hydra makes use of Kinsol, which is an algebraic solver and

\binom{p}{q};\ by\ contrast,\ the\ partition\ number\ grows\ with\ 2^{\sqrt{n}}.\ Overall\ this\ means\ that\ this\ asymptotic\ complexity\ of\ computing\ the\ first\ n\ derivatives\ of\ function\ composition\ is\ cubic\ when\ using\ Bell’s\ polynomial\ and\ O\left(2^{\sqrt{n}}\right)\ when\ using\ ancestry\ relations.\ Finally,\ the\ procedure\ using\ Bell’s\ polynomial\ is\ simpler.\ For\ all\ these\ reasons,\ Hydra\ implements\ the\ computation\ of\ the\ n-th\ derivative\ of\ a\ function\ composition\ via\ the\ computation\ of\ Bell’s\ polynomials.

The drawback of using Bell’s recurrence relation is that it is only valid for monovariate functions, as is Faà di Bruno’s formula in general. Currently, Hydra has no built-in signal functions that are multivariate, apart from the usual binary operators for which other formulas exist. Furthermore, as signal functions are not first-class in Hydra, the lack of a multivariate composition is not a pressing problem. However, it would be very desirable for them to be in the future, as it would open the way to integrating more aspects of FRP into FHM, and it would be frustrating if the modular compilation technique broke down because of the absence of support for the composition of multivariate functions. Fortunately, some multivariate extensions to Faà di Bruno’s formula have been proposed [44, 58, 102] which, given that these are also formulated using informations on partitions, could make use of ancestry relations in an efficient implementation.
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ida which is a dae solver. The former is used for the computation of initial conditions and the latter for the simulation of the dae.

The organisation in steps of the simulation lends itself well for representing Hydra signal relations as a record of functions: each function encodes the behaviour needed for one step of the simulation process. Thus, there is one function that compute the initial state of the signal relation, one which computes the signature matrix (based on the current state), one which computes the residual of the equations appearing in the signal function (based on the state and the informations from index-reduction), etc. In addition, signal relations capture any of the external expressions that appear in their body, similar to how closures are represented in functional languages.

The state of a signal relation is represented in the way outlined in §6.4. That is, the state of a switch is a triple indicating the current mode (including the value of the mode arguments), whether the switch has just become active and the state of the signal relations in the active branch. Because signal relation applications are not inlined, a signal relation application also has a state associated with it in the state of the user of that relation. Note that the state is external to the signal relation, making signal relations immutable objects (even after the simulation starts). An alternative could have been to treat signal relations as objects and have their state be a mutable attribute. Treating the state as separate makes compilation easier and makes the compilation of the functional host a little bit simpler, since signal relations do not require any special treatment, such as instantiation.

The following few sections discuss other problems that arise due to the modular compilation used for Hydra. §7.3.1 will look into the way Hydra variables are represented in compiled code, in such a way that all functions of a signal relation and the runtime agree on where to find informations about a given variable. Next, §7.3.2 deals with the way memory required for order-parametric differentiation is managed during the simulation. Finally, §7.3.3 shows how code can be generated to compute the Jacobian matrix associated with the equation system from order-parametric code directly.

7.3.1 — Mapping Hydra variables to solver variables

This section discusses the way in which variables are represented in the compiled code (and handled by the runtime system). The number of variables manipulated by a signal relation is not fixed due to switching. Furthermore, while in a more traditional programming language, local variables are truly local, in the sense that they exist only within the scope in which they’re declared; in Hydra the numerical solver must be aware of all the signals present in a signal relation, especially since it is the very thing that computes their value. In non-modular implementations, this is not a problem: all the variables can be gathered while the dae is being assembled and given a specific index. But in
this implementation, there must be a way to know, from the compiled code within a signal relation, where to find the value of a given signal (local or not).

The solver passes, to the residual function, an array with the values it guessed for each signal at a given point in time. Let's ignore for now the case of differentiated variables and index-reduction and assume that signals are only represented by their zero-order derivative. The problem is therefore to map a HYDRA name to an index in the input array. The solution used in HYDRA is reminiscent of the stack, used in traditional languages to store local variables. When a new variable is introduced, its location is at the top of the stack and it stays there (with eventually more variables being pushed over) until the scope is exited, at which point it is removed from the stack. This works perfectly thanks to scopes being nested: variables being pushed over a given variable are guaranteed to have been popped before this variable needs to be popped. HYDRA signal relations share this structure and therefore a similar idea can be used except that the index used for a variable can never be reused: once the index has been chosen, all variables introduced after it must have a larger index than it, including after the scope of the variable has been left. Let's illustrate this on the following piece of HYDRA core:

```hydra
let a, b {
  let c {
    a + b + c = 0
  };
  let d {
    d = 1;
    b + d = 0
  };
  a, b <> r;
}
```

Suppose the next free index when entering this signal relation is index \( k \). Then index \( k \) can be attributed to \( a \) and index \( k + 1 \) to \( b \). Then when the next `let`-block is encountered, \( c \) gets index \( k + 2 \). Unlike with a stack-based approach, the next free index doesn't come back to \( k + 1 \) when \( c \) goes out of scope, therefore \( d \) gets index \( k + 3 \). That scheme works completely straightforwardly with signal relations applications: the indices for the interface variables \( a \) and \( b \), as well as the current value of the next index \( k + 4 \) are passed in to the relevant method of \( r \), which returns after it has executed the new value of the next available index.

This scheme is easy and cheap to maintain at runtime: it allows for a common scheme to be shared between all the methods a signal relation compiles to, one simply has to maintain this index. Because
the index is maintained at runtime, the index of a variable may be de-
pendant on the mode the system is in. However once a mode has been
chosen, the index stays the same. The presence of differentiated vari-
ables makes the situation a little more complicated. The variable num-
ber is still computed in the same way, however to retrieve the value
of its position in the array of guesses provided by the solver is a little
more complicated. Assuming the array contains the variables in the
same order as the one that was decided on and with their derivatives
next to each other. If  is the -th variable, then the value of  will
be after all the derivatives of the first variable (included the 0-order
derivative), then all the derivatives of the second, etc. and after all the
derivatives of variable . Its index in the array will therefore be at index
and its -th deriv-
ative will be slots after that. Naturally, having to compute this sum
every time one wants to reference to a value of a derivative of  is in-
efficient, so that index can be tracked in exactly the same way as the
variable number for , only taking into account the number of differ-
entiations required. Note that not all methods require to compute this
index, most notably the method which computes structural informa-
tion on the signal relation, used for index-reduction and for which  is undefined. An alternative technique, which doesn’t require keeping
track of these informations, is to have the runtime transform the input
from an array of reals, where all the derivatives are next to each other,
to an array of pointers, the pointer at index pointing to a block of
memory of size containing the derivatives of variable . This
doesn’t require copying any values: the pointers can be made to point
into the original input array. Still, it requires a fair amount of extra
work and simply keeping track of the index dynamically is likely to be
a lot cheaper.

7.3.2 — Memory management during simulation

Order-parametric differentiation relies on memory allocation in
order to memoise intermediate result. Unlike with first-order auto-
matic differentiation, the size of the allocation is not constant and de-
pends on the number of differentiations required. Since this is not
known until runtime, this memory must be dynamically allocated. How-
ever dynamically allocating memory on the heap during simulation is
not ideal for performance. Of course, when the index is small, the
memory could be allocated on the stack which is fast enough although
very large systems with high-index could cause issues. There is how-
ever a better alternative.

The required space only depends on the number of differentiations
needed to compute the first derivatives of an expression. This number
is known as soon as index-reduction has been performed and thus the
memory needed can be computed (and allocated) by the runtime just
after index-reduction. To compute the required memory, it is easy to
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Figure 7.9: Definition of the first-order differential of an IIR expression (part 1)

\[
\begin{align*}
D_{x,k}(\Gamma, \text{Diff}(x, p)) &= \begin{cases} 1 & \text{if } k = p \\ 0 & \text{else} \end{cases} \\
D_{x,k}(\Gamma, \text{Diff}(y, p)) &= 0 \\
D_{x,k}(\Gamma, i : \tau) &= \Gamma[i] \\
D_{x,k}(\Gamma, c) &= 0 \\
D_{x,k}(\Gamma, p = q) &= 0 \\
D_{x,k}(\Gamma, p \mod q) &= 0 \\
D_{x,k}(\Gamma, p + q) &= \begin{cases} p' \cdot q' & \text{let } p' := D_{x,k}(\Gamma, p) \in \\
q' & \text{let } q' := D_{x,k}(\Gamma, q) \in \\
\text{let } p' := D_{x,k}(\Gamma, p) \in \\
-p' \cdot \cos(p) & \text{let } z' := D_{x,k}(\Gamma, z) \in \\
\text{let } z' := D_{x,k}(\Gamma, z) \in \\
\text{let } y' := D_{x,k}(\Gamma, y) \in \\
\text{let } y' := D_{x,k}(\Gamma, y) \in \\
\text{let } i := p \in \\
D_{x,k}(\Gamma \cdot (p, q)) &= \begin{cases} D_{x,k}(\Gamma)(p) & \text{let } i := p \in \\
D_{x,k}(\Gamma)(q) \end{cases} \\
D_{x,k}(\Gamma, \text{let } i := p \in q) &= \begin{cases} D_{x,k}(\Gamma \cdot (i \mapsto i')) \end{cases} \\
\end{align*}
\]

extract, from an IIR program, another IIR program that computes how much memory that program needs. This is what the Hydra compiler does after generating the IIR code for an equation. At runtime, the runtime system then allocates a block of memory large enough and passes it to the generated code. Allocations in IIR are then transformed into offsets in that memory buffer. This should be as fast as stack allocation, only amounting to a pointer bump when the code for a given equation runs, but without any risk of overflow since the memory is allocated on the heap.

Note that there is no need to allocate memory for every equation: since equations are not executed in parallel, enough memory to satisfy the largest memory request is enough and the buffer is ‘reset’ as soon as the code for one equation has finished executing.

7.3.3 — Computing Jacobians: automatic differentiation for IIR

§5.2.2 showed how the Jacobian matrix was used by the DAE solver to compute a solution, but providing a Jacobian to the numerical solver is not strictly an obligation. For instance, Sundials [74] can approximate the Jacobian around a point using numerical differentiation on the residual. However, doing so may lead to poor performance, since the solver simply uses repeated evaluations of the residual and doesn’t
The definition of the first-order differential of an \( \text{IIR} \) expression (part 2)

\[
\begin{align*}
D_{x,k}(\Gamma, \text{allocate } \tau[n]) &= \text{allocate } \tau[n] \\
D_{x,k}(\Gamma, !y) &= \text{let } y' := D_{x,k}(\Gamma, y) \text{ in } !y' \\
D_{x,k}(\Gamma, i \leftarrow p) &= \text{let } p' := D_{x,k}(\Gamma, p) \text{ in } i \leftarrow p, i' \leftarrow p' \\
\text{if } c \text{ then } D_{x,k}(\Gamma, c \text{ if } p \text{ else } q) &= D_{x,k}(\Gamma, p) \text{ else } D_{x,k}(\Gamma, q) \\
D_{x,k}(\Gamma, \text{sum } i \text{ from } m \text{ to } n p) &= \text{sum } i \text{ from } m \text{ to } n D_{x,k}(\Gamma[i \mapsto 0], p) \\
\text{let } ps := \text{allocate } \mathbb{R}[m-n] \text{ in } \text{let } ps' := \text{allocate } \mathbb{R}[m-n] \text{ in } \text{iter } i \text{ from } m \text{ to } n \text{ ps}[i] \leftarrow p \text{ ps}'[i] \leftarrow D_{x,k}(\Gamma[i \mapsto 0], p) \\
D_{x,k}(\Gamma, \text{prod } i \text{ from } m \text{ to } n \{p\}) &= \text{prod } j \text{ from } m \text{ to } n \text{ if } i = j \text{ then } !ps'[i] \text{ else } !ps[i] p \\
D_{x,k}(\Gamma, \text{iter } i \text{ from } m \text{ to } n \{p\}) &= D_{x,k}(\Gamma[i \mapsto 0], p)
\end{align*}
\]

exploit the sparse structure of the Jacobian. Indeed, since few variables appear in any given equation, the Jacobian mostly consists of zeroes but, without structural information at its disposal, the solver will waste lots of time and space rediscovering that fact.

Note that not providing a Jacobian is mainly a problem for performance and not so much correctness of the simulation. Indeed, the Jacobian is only used as a means to compute the solution; if it is imprecise, then it might make finding a solution more difficult but if a solution is found, it will be correct.

To generate a Jacobian, one could try to find symbolic expressions for the partial derivatives of the \( n \)-th temporal derivative of an expression and translate it to imperative code in a way similar to what was done with residual. A much simpler alternative however is to define a
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first-order automatic differentiation scheme on the generated IIR code.

Figure 7.9 and 7.10 define a function \(D_{x,k}\) which, given a mapping from identifiers to IIR expressions and an IIR expression of type \(\tau\), outputs an IIR expression of type \(\tau\) which corresponds to the partial derivative of the expression with respect to \(x^{(k)}\). Note that \(k\) in this case may be an arbitrary IIR atom, not necessarily a constant. This is necessary since the IIR code refers to arbitrary derivatives of signals. The environment \(\Gamma\) passed to \(D_{x,k}\) maps an identifier bound in the original IIR expression to an IIR atom (either a constant or another identifier) representing its derivative with respect to \(x^{(k)}\).

Note that it is never possible for a conditional or the bound of a loop to depend on the value of a signal. If it were possible, then defining the derivative of the following expression with respect to \(x^{(0)}\) would be difficult:

\[
\text{if Diff}(x, 0) = 0 \text{ then } 0 \text{ else } x
\]

This expression is equivalent to the expression that returns \(x\) unchanged. However, applying the definition of \(D_{x,0}\) would give 0 when \(x = 0\) and 1 everywhere else. This problem is discussed at great length in the automatic differentiation and differentiable programming literature [1] but fortunately doesn’t apply to IIR programs, since it only exists when the condition depends in some way on the variable being differentiated against.

The scheme used here is somewhat simplistic and will perform some redundant work in cases. For instance, differentiating the following program:

\[
\text{let } x := \text{sum } i \text{ from } 0 \text{ to } n \text{ in } y \text{ end in } z
\]

will yield:

\[
\text{let } x := \text{sum } i \text{ from } 0 \text{ to } n \text{ in } y \text{ end in let } x' := \text{sum } i \text{ from } 0 \text{ to } n \text{ in } y'
\]

1. Abadi et al., ‘A Simple Differentiable Programming Language’. 2019
which performs two loops while it should be possible for it to perform one. Furthermore, if \( y \) performs assignments, these assignments will be performed again in \( y' \) without, however, changing the meaning of the program. Finally, it differentiates the program many time, once for each signal appearing in the equation. A better implementation could directly generate a matrix for all the variables appearing in the equation. This could be done by following the work presented in [137] for instance, which defines a differentiable array based programming language. Another solution would be to rely on an external system that could perform automatic differentiation at a lower level, such as CLAD [148], which performs automatic differentiation of LLVM programs or Tapenade [72], which works on Fortran or C programs.

### 7.4 — Performance evaluation

In this section, benchmarks are presented that compare the runtime of computing the residual of various equations and their derivatives, either using an explicit representation (obtained by applying first-order automatic differentiation repeatedly) or an implicit representation, as presented in section 7.2. Overall, the benchmarks show that using an implicit representation results in performance ranging from on-par with the explicit form to considerably worse. However, some leads on improving the situation in the most problematic cases will be presented in §8.3.1. Also, recall that this scheme may trade some performance during the simulation, but enables modular compilation, making it attractive as an alternative to JIT compilation. Further, nothing rules out using a combination of approaches, leveraging their respective advantages: this approach should thus be seen as complementary to existing approaches, with its own distinct characteristics profile, not necessarily as an alternative.

The benchmarks were obtained by generating LLVM [89] code from the HYDRA compiler \(^a\). The resulting code was then compiled with clang on the O3 optimisation level and benchmarked using Google’s benchmark library [68]. The benchmarks were run on a PC with a 4-core Intel i3-7100T @ 3.4 GHz and 8 GB of RAM. Results are presented in figures 7.11, 7.12, 7.13, 7.14 and 7.15. On the graph, labelled ‘Implicit’ is the curve giving the runtime for the code generated in implicit form, meaning it can compute any \( n \) derivatives. The curve labelled ‘Explicit’ corresponds to the runtime for code that has been specifically generated by using repeated application of first-order automatic differentiation, as presented in section 7.2.1. The ‘Slowdown’ curve corresponds to the ratio of the time taken by the implicit form over the time taken by the explicit form, it should be read on the second \( y \)-axis.

---


---

\(^a\) The resulting LLVM code as well as the benchmarking code can be found at https://gitlab.com/chupin/hydra-v2/-/tree/separateCompilation/examples/benchmark

68. Google, *Benchmark*. 2021
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The derivative of a product (figure 7.12), when expressed using Leibniz’s rule offers performance characteristics that are very close to the explicit code. For high-order differentiation, it even runs faster. The reason for that behaviour is unclear to us: one possibility is that the code becomes so large that it is detrimental to performance, due to cache effects; another possibility is that the compiler fails to perform some optimisation (possibly due to the strange arithmetic of floating-point numbers) which results in more operations overall.

The implementation of Faà di Bruno’s formula doesn’t seem to benefit from such an effect. This can viewed on the benchmarks in figure 7.11, for exp(x) and figure 7.14 for \(x^2\). The case of exponential is a particularly good example of one problem with our approach. Since exponential is its own derivative, when the explicit code is generated, it creates many opportunities to use already computed results. These opportunities can easily be identified and exploited by the backend. Exploiting these opportunities in implicit form is much harder for the backend and that is the reason of this large gap in performance on that particular benchmark. By contrast, the benchmark for \(x^2\) shows that, although the implicit form is slightly slower, the gap remains tolerable, especially as the number of differentiations rise. For \(x^2\), whose derivatives do not repeat in the same way, there are indeed a lot less opportunities for the backend to generate better quality code.

The benchmarks in figure 7.13 and 7.15 show that the computation of the successive derivatives of division is much slower in implicit form compared to the explicit form. This is due to the fact that in the implicit, form, the \(n\)-th derivative of \(\frac{x}{y}\) is computed as the \(n\)-th derivative of \(x y^{-1}\). In the explicit form, the usual formula \(\frac{xy' - xy}{x^2}\) is used instead. Although the two formulation are equivalent mathematically, from a computer’s perspective they are not, as one generates calls to an exponentiation function while the other simply uses divisions. Analysis of the benchmarks using Linux’s perf tool show that, indeed, calls to exponentiation is a significant part of the time spent computing the successive derivatives of the quotient. Note however, that the absolute runtime is not much worse than the runtime for computing the derivatives of \(x^2\) (figure 7.14), which is computed in a very similar way. This seems to confirm our interpretation that the difference in runtimes can be explained by the fact that the explicit case simply uses a better formula. This is of course problematic, not only for expressions in which divisions appear, but also expressions involving functions whose first-order derivative involves a division, like the inverse trigonometric and hyperbolic functions (such as asin, see figure 7.15). However, alternative ways of computing the \(n\)-th derivative of the division that do not rely on exponentiation could provide a way to improve this situation \cite{Shieh1967}.

On some benchmarks, for instance in the benchmark for \(x^2\) (fig-
The performance gap between the implicit and explicit forms is larger for a smaller number of differentiations. This could be mitigated by using a hybrid approach, where code is generated in explicit form for a small number of differentiations and then falls back to using order-parametric differentiation for larger numbers, where the gap is smaller.

**Figure 7.11:** Benchmarks results for the computation of the first $n$-th temporal derivatives of $\exp(x)$

**Figure 7.12:** Benchmarks results for the computation of the first $n$-th temporal derivatives of $x \times y$
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Figure 7.13: Benchmarks results for the computation of the first \( n \)-th temporal derivatives of \( \frac{\partial x}{\partial y} \).

Figure 7.14: Benchmarks results for the computation of the first \( n \)-th temporal derivatives of \( x^2 \).
Figure 7.15: Benchmarks results for the computation of the first $n$-th temporal derivatives of $\sin(x)$.
Related works & conclusions

8.1 — The original Hydra

The work presented in this thesis builds on the research done for the previous implementation of HYDRA [63], to which the term ‘original HYDRA’ refers to. Even though HYDRA as a language was first proposed in [112], it did not have an implementation at the time, making a comparison less interesting.

The original HYDRA was implemented as an EDSL in HASKELL in a way very similar to the embedding of sfrp described in part I. Signal relations were represented using a deep-embedding as a GADT and a quasi-quoter was provided for expressing signal relations in a convenient syntax. To perform simulation, efficient code was extracted using JIT compilation to LLVM and then to machine code [66].

The main difference between the new HYDRA and the original one is the choice of embedding, which had important consequences on the implementation. Embedding in an existing language like the original HYDRA (or sfrp) saves a considerable amount of effort to the implementor: implementing a modelling language is difficult enough without having to also implement an efficient general purpose language. It is also more appealing for users who can reuse existing libraries of the host language and include the program written in the DSL as part of a larger program more easily. This additional implementation difficulty is the reason for some missing features of this new HYDRA, such as the lack of support for unbounded structural dynamism which become more complicated to implement. This also makes the evaluation of the performance of the implementation more difficult, since it becomes important to avoid benchmarking the performance of the host language.

However, controlling the functional host does open much more freedom in the implementation of novel compilation techniques and static analysis. While the original HYDRA used JIT compilation, this new version features a fully modular compilation scheme which forgoes the need to incorporate a JIT compiler into the runtime and moves that runtime cost to compile time. Although it would be possible to implement modular compilation in a language like the original HYDRA, it would have been a lot harder to conceptualize and develop it without having full control over the host language. While this work did not discuss possible static analysis on models, it would be a very interesting avenue for future work. Here again, it would be easier to develop such analysis, in particular modular analysis, while having con-
8.2. Equation-based object-oriented languages

Many non-causal simulation languages are designated by the term *Equation-based object-oriented (eoo)* languages. These languages take another approach to combining models than that of *fhm*. In these languages, models are objects, in many ways similar to objects in object-oriented languages. While an object is usually a collection of attributes and methods, objects in eoo languages are collections of attributes and equations, which relate the values of the attributes together. Mechanisms inherited from object-oriented languages, such as inheritance, are used to extend models. eoo languages also feature connection equations, which are used to specify equality relations between different components of a model. By contrast, *fhm* makes use of higher-order relations and signal relation applications both for model extensibility and specifying connections.

The eoo paradigm is largely dominant in the field of non-causal modelling languages. This section gives a few examples of languages designed following these principles, as well as work done on their modular compilation. This has been mainly the case in the context of the Modelica language [62].

8.2.1 — **Modelica**

Modelica [62] is a standardised non-causal modelling language and the main representative of eoo languages. It has been used industrially in a large range of applications [40, 86, 95, 134, 156].

In Modelica, a model is specified as a class with attributes and equations (instead of methods). Below is a simple model, that relates two time-varying quantities a and b and makes use of two constants, c and d. c is a parameter, it is constant during the simulation but can be set to different values when the model is instantiated; while d’s value is set at the time the model is written.

```plaintext
model Foo
    Real a;
    Real b;
```

parameter Real c;
constant Real d = 10.0;
equation
  a * c = der(b);
  c * d = b * der(a);
end Foo;

To use this model as part of a larger model, it is possible to add instances of it as attributes to other models, like so:

model Bar
  Foo f1(c = 1.0);
  Foo f2(c = 2.0);
equation
  f1.a = f2.b;
  f1.b + f2.a = 0;
end Bar;

It is also possible for a model to extend another model through inheritance, much like a class can inherit from another in a traditional object-oriented language. For instance, here:

model Baz
  extends Foo;
  Real e;
equation
  e = a;
end Baz;

Baz extends Foo: all the attributes of the parent model Foo are available to Baz and all its equations also hold. Hydra has none of these features but instead makes extensive use of signal relation application to produce similar models.

With Hydra, connecting several components together was done by using higher-order signal relations and equality constraints, such as serial or parallel from §5.5.3. Instead, Modelica provides connect equations and connectors. A connector is a record containing variables for which the notion of connection can be made precise. For instance, the following example\(^a\) defines an electrical connector as a pair of an electric potential \(v\) and an electrical current \(i\):

connector Pin
  Real v;
  flow Real i;
end Pin;

Note that \(i\) is annotated with \texttt{flow}. Indeed, according to Kirchhoff’s laws, connecting two pins physically means that their potentials are

\(^a\) Taken from the documentation for OpenModelica, see: https://build.openmodelica.org/Documentation/ModelicaReference."flow".html.
equal but that the current that flow through them sum to zero. This can be formulated in Modelica like so:

```model OnePin
Pin p;
end OnePin;
```

```model Connect
OnePin p1;
OnePin p2;
equation
    connect (p1.p, p2.p);
end Connect;
```

The connect equation will translate to the following pair of equations:

\[ p1.p.v = p2.p.v; \]
\[ p2.p.i + p1.p.i = 0.0; \]

Similar laws exist in other fields of physics for other physical quantities. While Hydra doesn't strictly need connect equations, it would be interesting to add some support for them, as having to manually state these connections laws can be error-prone. The original design for FHM [112] had plans for supporting connect equations but they were never supported in concrete implementations, and the one developed for this thesis is no exception. Integrating them in is not entirely obvious however due to the need to distinguish between potential and flow variables, which Hydra does not make at all.

Modelica currently has limited support for hybrid and structurally dynamic models. Current implementations rely on the assumption that all symbolic processing (such as index-reduction or causalisation) happens prior to the simulation. Earlier sections showed how this was generally impossible in the presence of structurally dynamic models, in practice this results in models which are accepted by the compiler but fail to simulate.

Several Modelica-like languages have been proposed that offer more expressivity, for instance Sol (discussed in §8.2.5) or ModelComposition Language (MCL) (discussed in §8.2.3), with the intent to later integrate the resulting techniques into Modelica implementations. A recent proposal to integrate JIT compilation in an implementation of Modelica [145] to allow for more flexibility at runtime but also to help with compilation times by allowing to delay some code.

In [155], Zimmer presents theoretical work towards module-preserving compilation of Modelica models. The goal of the author is, when compiling a large complete model, to find ways to reuse previously generated code segments. The author focuses particularly on the issue of causalisation, which has not been considered in this thesis.
Central to his idea for reusing code is the notion of a causal entity, which corresponds to a particular use of a submodel with a given causality. If the same causal entity appears several times throughout a larger model, code only needs to be generated once and can then be reused by all entities. This work also contains reflections on how to decide whether to reuse the code for an entity or to regenerate it. The difficulties caused by index-reduction are mentioned but the precise way in which the author’s approach is reconciled with these difficulties is left as future work. Although the goal of the author is not ahead of time compilation of partial models, the possibility that this technique could be used to distribute pre-compiled code is mentioned but the details are left for future work. It would be interesting to explore whether one could use this work in conjunction with our approach for handling latent equations to obtain a modular compiler for code in causal form.

8.2.2 — MKL

The Modelling Kernel Language (mkl) [24] was proposed as a kernel language for non-causal modelling language. It consists of a simple functional language, similar to the functional host used for HYDRA in this part. The specification of models is handled by an effectful extension to the language, similar to how side-effects are stated in ML-style languages. Models are first-class entities, enabling a similar style of modelling to the one promoted by HYDRA.

mkl however also has connect statements in the style of Modelica, with a distinction between potential and flow variables. Early research of mkl precisely defined a connection semantics for mkl [23] in terms of the flow λ-calculus, which is used to produce correct equations from connection statements. If HYDRA were to be extended with connect statements, it would be natural to base this extension on this work, given the similarities between mkl and HYDRA.

Modelyze [25] is an extension of mkl with the aim to allow for the implementation of extensible DSL. The language uses a gradual typing scheme to allow for expressive manipulation of symbolic expressions at runtime, while retaining static typing guarantees when desired. This approach allows Modelyze to define hybrid DAE as an extension to the language, and not a built-in feature.

Both mkl and Modelyze are implemented through interpreters written in OCAML.

8.2.3 — MCL

The Model Composition Language (mcl) [76] is similar in spirit to mkl, as it is intended as a core non-causal language. It is as expressive as the original HYDRA [111], supporting unbounded structural dynamism and higher-order models.
MCL was designed as a tool to investigate the separate translation of Modelica models. The goal is to define a semantics for any model, including partial models, which is independent of the context in which they are used. Models are compiled separately as OCAML files. The approach to the representation of equations is however fairly different from the one pursued in this work. In compiled MCL, signals are represented with OCAML records, the record contains (in addition to the value of the signal), a few functions that define the result of basic operations (addition, multiplication, differentiation, etc.) over the signal. The approach is inspired by [33] and, with regards to differentiation, is equivalent to the one presented by Karczmarczuk [84] that was already briefly discussed.

Earlier work from the author of MCL was however more relevant to the work presented in this thesis [77, 78]. In particular, in [77], the author explores the modular semantics of a non-causal language using automatic higher-order differentiation. The technique for performing automatic differentiation in this work is derived from [83]. The proposed target language is able to compute an arbitrary order time derivative of equations, like with order-parametric differentiation, although the approach also allows for the computation of the partial derivatives of expressions, which are useful in computing the Jacobian matrix used for simulation. A proof of the correction of the translation of arbitrary expression to terms in the target language is provided and the author also provides an implementation of the target language as a Java library. The work differs from ours in our focus to generate machine code from the partial models. The target language in [77] sits at a higher-level, with terms of the language being evaluated in the host language. Regardless, it would be interesting to study whether some of the shortcomings of the current implementation of Hydra can be solved by the approach proposed in this work. Performance is unlikely to be improved however, as the computation of composition and multiplication takes exponential time in the number of differentiations. To mitigate that problem, the author proposes to fallback onto more efficient formulations when they apply, like Faà di Bruno’s formula or Leibniz’s formula when they apply, which are already at the center of order-parametric differentiation.

8.2.4 — MODIA

Modia [57] is a non-causal modelling language embedded in Julia [16]. It inherits some features of Modelica, the use of connectors and inheritance through a merging operator.

Modia supports structurally dynamic models in a way similar to Hydra, although they are referred to as multi-mode dae in this context. Models dynamically change by reacting to events. Significant work has been done with Modia with regards to the computation of sensible reset values at mode change. In Hydra, every state variable
is assumed to be continuous unless it is explicitly reinitialised. When it is, then an explicit equation must be provided to compute the reset value, which can be somewhat inconvenient. In MODIA, this is handled automatically by using an approach based on non-standard analysis [11, 13]. The authors argue that, at least when confronted with linear equations, the solution computed by their scheme is the only correct solution. It is not true in the presence of non-linearity, nor is it clear, according to the authors, how correct the computed solution is.

JULIA is a JIT compiled language: all functions, before being called, are compiled to LLVM. This means that any EDSL implemented with JULIA gets JIT compilation for free, including MODIA.

8.2.5 — SOL

SOL [154] is a language similar to MODELICA, intended to explore modelling variable-structure systems in a non-causal setting. Although SOL was interpreted, its implementation featured novel work on some of the algorithms needed for the symbolic processing of the equation systems (e.g. index-reduction) which were optimised for dynamic models, where only some parts of the system changes. It would be interesting to implement these algorithms in the HYDRA runtime, instead of the current implementation of the Σ-method, which is not aware of any work realised in previous modes.

8.2.6 — SCICOS

SCICOS is a graphical causal programming environment [30] similar to SIMULINK. It is only mentioned here for the work in [105, 106], where the authors explored the possibility to integrate pre-compiled partial MODELICA models as black-boxes into SCICOS causal models. The models the authors considered to be compiled in this way are complete, except for the definition of some signals that are considered inputs to the model and whose value will be provided by the environment in which the model is integrated. Although their work is not concerned with the separate compilation of arbitrary models, the authors note that the technique allows for a form of modular compilation, since two models compiled as black-boxes can be composed in the host environment without the need for recompilation.

8.3 — Limitations and future work

8.3.1 — Performance improvements

There are cases where the performance of the code using order-parametric differentiation could be improved. For instance when computing the $n$-th derivative of the quotient. Using a specialised formulation that doesn't rely on exponentiation [138] was already mentioned. Other functions could benefit from similar formulas, like tangent [75], exponential or the power functions [100]. Using these special rules has
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In cases where the performance gap between the code using repeated first-order differentiation and the code order-parametric differentiation is larger for a small number of differentiations, one solution could be to generate specialised code for the low-order derivatives using repeated first-order differentiation, and fall back to the implicit formula if higher-order derivatives are required. Deciding when, and up to how many derivatives, to generate code could be done via some heuristic (e.g. by considering the size of the code that would result from generating the code, or by considering whether the implicit form is known to have poor performance) or by user annotations. One should, in general, be careful not to generate too much code, to avoid adverse effects on caching, especially if the code is not necessarily being used.

8.3.2 — External functions

User-defined signal functions are not supported by the current implementation. Currently, all functions that operate on signals (\( \sin \), \( \exp \), etc.) are built-in operators. This restriction is not due to difficulties that would occur with having to compute the \( n \)-th derivative of a user-defined function: a simple language mechanism could be provided to allow the user to specify them (e.g. by means of annotations, like in DYMOLA [56]). If the definitions are simple enough, automatic differentiation could also be used.

However, if user-defined were allowed to be multivariate, a suitable way to compose these multivariate functions would have to be found. This would either require the implementation of multivariate variants of Faà di Bruno’s formula [44], or using approaches to higher-order automatic differentiation that readily support composition of multivariate functions (e.g. [83], used in [77]).

8.3.3 — Modular causation

The code generated by the compiler is suitable for simulation with a DAE solver. Non-causal modelling languages typically also perform causalisation, so that the resulting model can be simulated with an ODE solver (eventually with the assistance of a non-linear algebraic solver, in the presence of non-linear algebraic loops). This involves symbolically manipulating the set of undirected equations, so that they appear directed and scheduled.

A partial DAE can be made causal in many ways, depending on the context in which it is used. In the presence of structural changes, the causality can even change during the simulation. For these reasons, modular causality, at least in the general case, seems very difficult. A simpler goal could be to generate causal versions of only some models, e.g. models that have only a few ways of being made causal or whose
causality does not change during simulation. These models would then be simulated with an ODE solver and all other models with a DAE solver. Scheduling between these models would then have to be dynamic, in case of structural changes.

8.3.4 — Unbounded number of modes

FRP supports unbounded number of modes, as did previous implementations of HYDRA. The switch construct present in the language also, technically, supports it, albeit inefficiently, by means of higher-order functions. The reasons for this inefficiency is the same as the one explored in §3.4.3 and a similar solution can likely be used.

8.3.5 — Re-embedding HYDRA

While the fully standalone version of HYDRA has its advantages, particularly for exploring alternative compilation methods like the one presented in this work, it also has major disadvantages. The amount of work required to have an advanced functional language compiler is substantial. As a result, the functional language in which HYDRA is embedded is by no means state-of-the-art and lacks in expressivity in some key areas. Furthermore, its compilation is somewhat naïve. This makes doing performance evaluations difficult, since bad performance may be attributed to the functional host. Finally, because the ecosystem of the language is inexistent, it mechanically limits adoption of the language by other modellers.

The scheme presented in this work could be implemented by an embedded version of HYDRA, in a fashion similar to that of the original implementation. GHC’s meta-programming capabilities are powerful enough to support compile time code generation for another language, as demonstrated by libraries such as inline-C or inline-JAVA [98, 147].

Re-embedding HYDRA into HASKELL would be a positive step: it would considerably ease the development process of HYDRA, would allow for some level of adoption. It is my opinion that this would compensate the added conceptual difficulty for exploring new compilation techniques and compile-time analysis for hybrid non-causal languages. This last point becoming less and less relevant as GHC gets new type-level features, hopefully even some form of dependent types in the near future [50–52].

8.3.6 — Optimisations in the context of modularly compiled signal relations

No study has been done on how compiling models modularly affects the simulation of the resulted code. In general purpose language, not inlining a function affects optimisation, as the function is essentially a black-box. The same applies in a non-causal language. For instance, not inlining a model can prevent propagating equalities between variables. This can cause more variables and equations to be present.
during the simulation than necessary. The number of equality constraints between interface variables and local variables is already a heuristic used by the HYDRA compiler to inline some signal relations.

A simple solution to this problem would be to have a signal relation produce additional metadata about the equation it is made from. This could for instance be done when emitting the signature matrix. This could allow the runtime to dynamically propagate equalities between variables and constants and deactivate these simple equations when possible. Work is currently being done in the runtime and compiler to allow for the detection of such equalities. In addition to optimisations, this would allow for the simulation of systems that rely on such dynamic simplification, like the full-wave rectifier model presented in [111].

8.4 — CONCLUSIONS

This part presented the implementation of a compiler for a hybrid non-causal modelling language based on the principles of Functional Hybrid Modelling. The implementation generates machine code using LLVM in a modular fashion, even for partial models, alleviating the problem caused by latent equations by using order-parametric differentiation. This allows generating code capable of computing the value of an arbitrary derivative of an equation. The performance of the proposed scheme has been evaluated and compared with that of a more common scheme that generates code for derivatives on demand. Although the evaluation shows mixed results, the core idea is sound. The cost in additional simulation time is balanced by shorter compilation times, which could yield an overall simulation performance gain in the setting of hybrid languages where JIT compilation otherwise would have to be carried out during simulation. Further, order-parametric differentiation could be integrated with other methods, such as conventional automatic differentiation or just-in-time compilation, allowing different techniques to be used in different parts of a model depending on their specific performance characteristics. In other words, order-parametric differentiation is at least an interesting complement to existing implementation techniques for cases where modular compilation is a key concern.
Part III

Conclusions
Conclusions

This thesis explored new design and implementation ideas for expressive modelling languages. In the first part, it showed how using ideas from the compilation of synchronous dataflow languages could greatly speed-up the implementation of a Functional Reactive Programming (FRP) library, while retaining the characteristic expressivity of the approach. The resulting library SFRP also allowed for additional constraints, which limit the kinds of models that can be written in meaningful ways: rejecting inconsistent models or for which it is not possible to give a reasonable interpretation. The library lost little in ways of convenience, thanks to the implementation of custom syntax inside GHC by use of quasi-quotiation. While SFRP was presented as being focused on modelling applications, its design principles are applicable to other reactive libraries intended for traditional reactive applications. Fundamentally, the efficiency of SFRP resides in the distinction it makes between single signals and collections of signals. Other aspects, such as the distinction between different single signal kinds could be modified (or even removed) without much consequences, as far as efficiency is concerned.

In the second part, the thesis explored possibilities for the modular compilation of a language based on FHM. This enables ahead-of-time compilation, previously only available to less expressive non-causal languages. To achieve this, a new technique was developed called order-parametric differentiation, which allows to generate code able to compute an arbitrary derivative of an expression, thus alleviating problems caused by latent equations for the simulation of systems of undirected equations. The performance characteristics of this technique were studied and compared to that of code generated using traditional first-order automatic differentiation techniques. While the evaluation shows mixed results, there are possible ways to improve the situation. If performance is an issue, this technique can also be used alongside other techniques that produce better code at the cost of some modularity, such as JIT compilation.

Ideas for future research have already been stated at the end of each part separately for FRP implementations and FHM implementations. Let us therefore conclude this work by discussing avenues for possible development at the intersection of FRP and FHM. Indeed, while very close, each language is distinctly in a class of its own. Still, the work presented in this thesis already showed that features common to both approaches, most notably switching and type-level restrictions
on models, could be implemented and treated in a similar manner between FRP and FHM. It would be interesting to see if some extensions to FRP could also be implemented in the non-causal setting of FHM. For instance, support for richer classes of switching constructs, such as collection-based switches [110]; or for impulses [108], to allow modellers to state discontinuities without structural changes.

However, the commonalities between the implementations of FRP and FHM presented in this thesis suggest a more ambitious way forward, in the form of a language unifying these two paradigms. A unified language would have some significant advantages over both individual approaches. Indeed, although for modelling applications FHM is generally a more pleasant setting to work in (simply by virtue of it supporting non-causal models), it can be awkward to express some models, for example, those making use of stateful signal functions which, in contrast, are very easily expressed with FRP. A language based on FHM but with FRP-like aspects would result in an even more expressive and flexible modelling language, offering the best of both causal and non-causal worlds to the modeller.
Proofs of results on the structure of integer partitions

This appendix contains the proofs of the various results presented in section 7.2.3.1. It is unlikely that these results are new or significant outside of the work of this thesis and they are, for the most part, very easy to prove. However, not being able to find these results in the literature, I present their proofs here.

Proof of lemma 7.2.1. Let \( p = (m_1, \ldots, m_n) \) be a partition of \( n \). For \( (m_1, \ldots, m_j + 1, \ldots, m_n) \) to be a partition of \( n + j \), the following quantity must equal \( n + j \):

\[
1 \cdot m_1 + \cdots + j \cdot (m_j + 1) + \cdots + n \cdot m_n + (n + 1) \cdot 0 + \cdots + (n + j) \cdot 0
\]

The above can be rearranged as:

\[
(1 + m_1 + \cdots + j \cdot m_j + \cdots + n \cdot m_n) + j
\]

which is indeed equal to \( n + j \), given that \( p \) is a partition of \( n \). \( \square \)

Proof of lemma 7.2.2 and lemma 7.2.3. Let \( p = (m_1, \ldots, m_n) \) be a partition of \( n \) which is not the partition \((0, \ldots, 0, 1)\).

Since \( m_n = 0 \), there exist two indices \( u, v \in [1, n[ \) and such that \( m_u \) is the first non-zero coefficient of \( p \) and \( m_v \) is the last non-zero coefficient of \( p \). That is:

\[
m_u \neq 0
\]

\[
m_v \neq 0
\]

\[\forall k \notin [u, v], m_k = 0\]

\( p \) can thus be rewritten as \((0, \ldots, m_u, \ldots, m_v, \ldots, 0)\) and thus the following holds:

\[
u \cdot m_u + \cdots + v \cdot m_v = n \tag{A.1}
\]

Using this equation one can prove that \( v \leq n - u \), which will be useful below. By simple rearranging, one gets:

\[
v \cdot m_v = n - u \cdot m_u - (u + 1) \cdot m_{u+1} - \cdots - (v - 1) \cdot m_{v-1}
\]
Since $m_u > 0$, $u \leq u \cdot m_u$ and since all coefficients $m_{u+1}, \ldots, m_{v-1}$ are positive, the term on the right of the equation is bounded by $n - u$, giving:

$$v \cdot m_v \leq n - u$$

Since $m_v > 0$, it follows that $v \leq v \cdot m_v$ and thus $v \leq n - u$.

By subtracting $u$ on both sides of equation A.1, one gets:

$$u \cdot (m_u - 1) + \cdots + v \cdot m_v = n - u$$

Since $v \leq n - u$, this shows that $(0, \ldots, m_u - 1, \ldots, m_v, \ldots, 0)$ is a valid partition of $n - u$ and therefore the $u$-ancestor of $p$. It is the closest ancestor of $p$, since all coefficients of $p$ before $m_u$ are 0, which proves lemma 7.2.3.

**Proof of theorem 7.2.2.** Let $p$ be a partition of $n$ of the form whose first $j$ coefficients are 0, with $j \geq 0$, thus $p = (0, \ldots, 0, m_{j+1}, \ldots, m_n)$.

Let’s consider $p_k$, the $k$-child of $p$, with $1 \leq k \leq j + 1$. By definition of the $k$-child, the first non-zero coefficient of $p_k$ is its $k$-th coefficient: either 1 if $k \leq j$ or $m_{j+1} + 1$ if $k = j + 1$. From lemma 7.2.3, it follows that $p$ is its closest ancestor.

**Proof of theorem 7.2.3.** From lemma 7.2.2, we know that every partition of $n$ (save for $(0, \ldots, 0, 1)$) is the closest child of partition of a predecessor of $n$. Therefore the construction indeed produces every partition of $n$. Furthermore, no partition can be the closest child of two partitions, since it would mean it has two closest ancestors which is impossible. Therefore, the construction produce every partition exactly once without duplicates.
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